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1. Introduction
The CALICE technical board met on February 25 -26, 2005 to

· Review the status the ECAL, AHCAL, DHCAL, and Tail Catcher and Muon Tracker,

· Review the status of the Fermilab MTBF test beam, the mechanical structures and scanning tables, the slow control, the data acquisition and the software.

· Discuss coordination among the four major projects and 

· Write the present report containing summaries of the presentations as well as recommendations for future actions. 

The review board feels that this report must be used for internal CALICE collaboration use only in its current form given the sensitivity of this report and the recommendations and for the candidness of the future presentations.   It is strongly advised that any use of this report for external purposes be discussed with the Technical Board for possible distillation of the document.

2. Assessment and Recommendation

This section provides the summary of each component, identifies schedule risks and recommendations to minimize delays.  This section is organized by each component.
2.1 Si-W ECAL
2.1.1 Assessment

ECAL group has just completed an electronics beam test with 14 layers of Si-W detector slabs they have in hand.  

· While the Si wafers thickness variation is non-ideal 3%, a better than 1% level of overall calibration can be accomplished through the sufficiently number of cosmic ray exposure.   

· Si-Wafer delivery: Of the total 270 Si wafers needed to complete the 30 layer detector for the full beam test module, the 110 good wafer of 145 delivered by the Russian company through Moskow State University has yielded the 14 layers used in the DESY electronics beam test. The remaining Si wafers are to be delivered by the Prague group in Czech. The production of 150 Si wafers failed the test after gluing due to the chemical treatment they performed.

· Front-end electronics: Total number of ASICs needed for the entire ECAL full scale module is 540.  Currently 1000 are in hand with a typical yield rate of 80%.  Gain uniformity of these chips is on the order of 2.5%. A better than 1% level of calibration can be accomplished through the sufficiently number of cosmic ray exposure.  

·  Fully equipped PCB and Slab production: It takes two days to build a fully equipped PCB and an additional day to produce a detector slab.  There are 15 half equipped i.e. (90 matrices ) and 8 full equipped ( 96 matrices ) additional slabs needed to complete the full beam test module. Some spares at least one of each type must be produced.

2.1.2 Schedule Risks

While good progress is being made in this detector, there are a few schedule risks identified through the review.  

· Si-Wafer delivery: The failure of the recent batch of 150 Si-wafer produced by Prague group is unusable in its current form.  The Prague group is working with the manufacturer to recover as many of 150 needed 150 Si wafers failed the test after gluing due to the chemical treatment they performed.  This item poses the greatest schedule risk to this project.  

· SLAB production: Given the fact that it takes 3 days to produce one slab, the total number of working days needed to produce sufficient number of slabs for the full ECAL beam test module is 69 working days or 14 weeks with a 100% yield after the delivery and completed testing of Si-wafers.  

· Calibration of Front-end electronics: While a better than 1% level of initial calibration is possible through cosmic ray exposure, it will take several weeks to collect sufficient number of cosmic ray events to accomplish this level of precision.  It was pointed out to the reviewers that the way to perform this calibration is to slow to ensure a calibration at 1% level of all slabs before test beam.
2.1.3 Recommendations

· Wafer production: As the manufacturer has been already given some time for the recovery of the 150 wafers, it seems that an additional delay of 3 weeks to try to find a new chemical treatment is acceptable.  CALICE collaboration should then request the Prague group to produce a new batch.  If there still are insufficient numbers of acceptable wafers available for completion of ECAL modules, then the ECAL collaboration must try to find another manufacturer to produce the needed wafers.
· Cosmic ray calibration: The cosmic test bench with its own single slab DAQ is not sufficient to ensure a calibration of all the slab production before the test beam. To ensure a better calibration at the level of 1 % before test beam, a cosmic calibration with the VME DAQ must be performed stack by stack (10 layers by 10 layers) or with the entire physics prototype.  We also recommend the group to look for possible ways of carrying out the calibration in-situ.
2.2 Scintillator Tile AHCAL

2.2.1 Assessment

· The Tile HCAL design has been finished, on the basis of the Minical testbeam prototype experience. The readout electronics design is based on the ECAL architecture and to be used also with the tail catcher. A calibration and monitoring system has been added to address stability issues which were not critical for the Minical testbeam.

· A successful pilot batch for SiPM mass production had a QC yield above 80% and resulted in about 700 usable sensors with good quality. The first attempt for the main batch failed due to bad raw Si wafer quality. A new batch using tested wafers has been completed in February and is under test in Moscow. Another production run will most likely be necessary to obtain the full sample of 8000 sensors. 

· Scintillator production is almost completed, the assembly is progressing well. The schedule for delivery of tile SiPM systems is driven by the tile test procedure, for which a semi-automatic test bench is just being completed. With extra shifts, and assuming no further delays or quality problems in SiPM production, all systems can be delivered up to end of July. 

· Assembly of the first cassette at DESY is ongoing and expected to be complete in April. Tile dimensions have larger tolerances than expected and complicate the assembly. Implications for the overall schedule will be known after several cassettes have been assembled.

· The stack design is completed, and the tender for its components has been sent out. It should be ready for insertion of cassettes to be tested with cosmics in fall 2005. Mounting of the movable stage and cabling up the full detector is planned for winter 05/06. 

· Front-end electronics ASIC mass production was successfully completed in January, and systematically tested chips will be available from LAL in March/April. The longest possible shaping time is about 160 ns, shorter than in the prototype. It puts tight constraints on the trigger and readout timing loop and will require sharp optimization of the set-up, in particular the signal cable lengths of HCAL and tail catcher. 

· The first prototype analog card has been assembled at DESY and with a test board connected to the DAQ CRC module. The full system, including base board prototypes will be available for tests in April and is to be used with the first cassette in the DESY test beam in summer. Delivery of mass-produced electronics boards for test and assembly is scheduled for July, if no major redesign is necessary. 

· A 2-channel fast LED driver prototype is under test. The light distribution system was shown to be provide large and uniform calibration signals to the tiles. The optical and electronic signal path for PIN diode read-out still needs to be designed. 

2.2.2 Schedule Risks

· Si-PM production yield is not known yet.  Another production run may be necessary which may add up to 3 months delay.
· Cassette assembly schedule can only be determined after first few modules have been completed and implications of tile tolerances are understood.
· Front end board prototypes have not yet been tested.  The boards may require re-design which could add up to 2 months delay.
· Availability of human-resources is subject to needs of running accelerator experiments.
2.2.3 Recommendation

· Improve the scintillator tile quality control or pre-selection.
· Strengthen technical support for production management.
2.3 Digital Hadron Calorimeters (RPC and GEM)

2.3.1 Assessment

· RPC chamber development: Excellent progress has been made. Most R&D on the chambers is complete. The Russian group proposes a final design for the chambers of the prototype section. The chambers use thin glass (0.55 mm and 0.85 mm) and cover an area of 1 x 1 m2. The US groups initiated the design effort of the chambers for the prototype section. For reasons of mechanical stability, the chambers use thicker glass (1.1 mm) and cover an area of 33 x 100 cm2. 
· GEM chamber development: Excellent progress has been made with small 
prototypes showing very stable operation over extended periods with source 
illumination. Measurement of single pad efficiencies agree with detailed simulation 
results as a function of threshold. 30cm x 30cm GEM foils from 3M Corporation 
will be used to construct a five chamber, five hundred channel system in mid 2005.
This will be followed by the construction of 1m x 30cm GEM chambers for the
test beam 1m3 stack.GEM 

· Electronic readout: A conceptual design for the electronic readout exists. It features five parts: a front-end ASIC, the front-end boards located on the chambers and housing the ASICs, a data concentrator board located on the side of the prototype section, a data collector system (most likely based on VME), and a timing and trigger system. The front-end ASIC is being designed by Fermilab. Submission of a first prototype run is expected on March 31st. The characterization of the remainder of the system is expected to be complete by the time of the NIU CALICE meeting. Design and prototyping of the other subsystems will commence in April. The responsibility for the design of the subsystems has been assigned to the various institutes participating on the project, some of which are not part of CALICE.

· DAQ: Given the low data rate and the modest event size of the DHCAL data, no particular challenges have been identified.
2.3.2 Schedule Risks

The groups plan to complete the design and prototyping of the electronic subsystems in calendar year 2005. Funding permitting, 2006 will be dedicated to the construction of the chambers and of the electronic readout system. Tests with particle beams are foreseen for 2007 and 2008. The following schedule risks have been identified:
· Uncertainties due to funding: proposals for funding have been submitted to various agencies (DOE, NSF, US-Japan funding agency, directorate of Argonne). Definite answers are expected by summer 2005. In case of failure, the construction of the prototype section will be postponed by at least one year. New proposals will have to be re-submitted the following year.

· Large scale GEM production depends on the availability of larger GEM foils. Discussions with the 3M Company are ongoing. 
2.3.3 Recommendation

· The two RPC groups need to combine their efforts on the production of the chambers. It is probably most practical that the US groups continue to lead the development and production of the electronics.

· Coordination with the DAQ group of the ECAL and AHCAL concerning the data format and rate needs to improve. 
2.4 Scintillator Strip Tail Catcher/Muon Tracker (TCMT)

2.4.1 Assessment

This section is to be completed by Felix Sefkow.
· While the Si wafe
2.4.2 Schedule Risks

Good progress has been made.  Russian and US designs of RPC chambers characterizations completed.  GEM is a bit behind the RPC but making good progress.
· While the Si wafe
2.4.3 Recommendation

Good progress has been made.  Russian and US designs of RPC chambers characterizations completed.  GEM is a bit behind the RPC but making good progress.
· While the Si wafe
2.5 Mechanical Support Structure
2.5.1 Assessment

This component is led by DESY.  Karsten Gadow is the mechanical engineer designing this structure.  This structure will provide the support for both ECAL and HCAL.
· We were impressed with the functionality of the design that provides maximal flexibility to the module position, including slanted plate positions for angle scans.
· The new design that reflects the space constraint at Femilab’s MTBF has been completed.  
· We found that the width of the current support quite large, leading to concerns about meeting safety requirements for escape routes.
· We found that the side plates for load support to the hanging plates in the current design on west (left) side of the beam leaves very little clearance for the location of the DHCAL data concentrator boards.
2.5.2 Schedule Risks

· Any changes in the design of module holder will cause a 3 month delay to the overall project.  This will impact the planned AHCAL cosmic ray run in September 2005. 
2.5.3 Recommendations
· We strongly recommend K. Gadow to visit Fermilab and MTBF and to work with Fermilab safety personnel and mechanical engineers to finalize the HCAL mechanical support structure.  Arrangements should be made so that his visit can be maximally useful.
· We recommend that modifications to the module holder structure to provide sufficient space to the DHCAL data concentrator boards be explored.

· We recommend that the readout cable length limitations to be explored with high priority.
· We recommend further presentation by K. Gadow to the Technical Board after the initial modifications of the design to fulfill the requirements of other components.

2.6 Slow Control

This component is led by DESY.  Sven Karstensen is the electrical engineer designing and constructing this system. 
2.6.1 Assessment

· We were impressed with the system being developed for AHCAL and its versatility.

· The system has a full GUI control.

· The system uses CanBus.
· The system is Linux based, and the communication between the components is handled through TCP/IP protocol.

· The system provides remote accessibility for debugging or control purposes.

· The system also can be triggered by the DAQ system and provide data for all slow control components and monitoring information for recording.

· The implementation of control systems for other detector component seems to be relatively straightforward.
2.6.2 Schedule Risks

· We do not, at the moment, see any schedule risks on this task.
2.6.3 Recommendations
· We recommend other detector components to look into using S. Karstensen’s system to be used for the control for a unified operation at the combined test beam. 
· We recommend that the power conditioning requirements to be clearly specified and proper arrangement to be made with Fermilab to avoid any last minute issues in operation of various slow control components.

· We recommend clear specification of slow monitoring and control data and their format for DAQ for adequate preparation of the data by S. Karstensen.
· We recommend that each detector component send slow conditions data to DAQ system individually upon the request from DAQ.
· We recommend an appropriate safety measures to be established to prevent accidents, especially the mechanical control.  An interlock system for mechanical control needs to be integrated, perhaps using technologies such as laser curtain.

2.7 Data Acquisition

2.7.1 Assessment

· The prototype DAQ has run reliably for the last two months at Ecole Polytechnique and the DESY beam test area.

· This prototype system was not expected to be capable of demonstrating rates consistent with the required 100Hz or buffering of 2000 events.

· There is little slow data, online monitoring or book-keeping in the system used so far.

· There are hardware, firmware and software upgrades planned over the next three months to produce the production DAQ system, which will first be beam tested with the ECAL only in June and July at DESY, then from November at FNAL and finally together with the AHCAL early in 2006.

· The ECAL requires 6 and now has 9 in hand, although most of these are completely untested. The AHCAL and tailcatcher need 6 in total and will order 7 through RAL this summer. There are also 2 prototype CRCs which could be used if necessary; the changes for the production boards were minor and would not affect their use, except as the trigger board. Hence, for a system of 12 CRCs, there will be 16 plus 2 prototypes available. (Note, it is hoped that sufficient spares are available that 1 board could be used for the trigger alone; this cannot be a prototype for technical reasons.) The 4 boards tested so far have only 1 failing FE (which is a firmware error and so may be repairable) out of 32.
2.7.2 Schedule Risks

· The only custom components are the CRCs. If more of these boards were required, then fabrication could take six months. Given the good reliability seen in the 4 boards which have been studied already, then the schedule risk seems low.

· The rest of the hardware required is commercial. The PCs, disk and PCI-VME interface cards will all be ordered (and should be delivered) within March, well before the next ECAL run in June. The AHCAL and tailcatcher cables need to be ordered but these are not critical path. There are no significant schedule risks here.

· The firmware and software upgrades and fixes are needed to achieve DAQ the requirements. The major firmware work is to enlarge the event buffer from 500 to 2000 events and improve the trigger robustness. The major software work is to improve the VME data readout rate and test the performance of the proposed multiple PCI card architecture. There is effort available for all tasks needed, but it is all shared with other experiments and so is sufficient but with little contingency. There is significant risk with this work as finding bugs cannot be scheduled; however, the impact of failure by June would be lower data rates and not a complete lack of a DAQ system.
2.7.3 Recommendations

· Proceed with the hardware purchases as planned.

· Start on the firmware and software work immediately so as to optimize the chances of getting all changes completed by June.
· Test the new CRC boards to assess their performance as soon as possible.

· Perform tests with the multiple PCI card architecture to assess its performance; this will include AHCAL integration tests.

· Decide on how the slow controls and readout will be handled and implement at least the ECAL side of this before the June run.

· VEM crates should be checked to see if they can work at low voltages.  A solution needs to be found if they do not.

2.8 Software

2.8.1 Assessment    

· Monte Carlo:  Functionally complete implementation of the test beam setup exists in Mokka (Geant4) and Geant3.  Digitization code (run after the main simulation) still needs to be developed.  The DigiSim framework provides a way of implementing this.  Parts of the beam line upstream of the detectors may need to be incorporated.

· Data analysis framework:  The key question of the conversion of native raw data to LCIO was considered at the Technical Board meeting of 16th February ’05.  That decision, to perform a lightweight “intelligent” decoding of the data into LCIO objects, was endorsed.   We recommend the use of MARLIN as the analysis framework.    

· Database:  The LCCD package for handling of conditions data such as calibrations has made rapid progress.  This provides the possibility to access calibration from a MySQL database, and can conveniently be used in an LCIO/MARLIN framework. The possibility of obtaining the data from other sources such as flat files is not precluded.

· Data storage: The DESY group has offered to store the data (native, raw LCIO and processed LCIO) in the dCache mass storage at DESY.  This implies that processing and reprocessing of the data would normally be performed at DESY. All members of Calice would have access to these data, the preferred method of access being Grid-ftp.  Some technical issues remain to be resolved.

· Code sharing: A CVS repository has been established at DESY-Zeuthen where CALICE code may be stored.  Web access will be provided soon.
2.8.2 Schedule Risks

It is highly desirable to be able to process and analyze data rapidly during test beam running, so as to identify problems, and influence the running strategy. It is therefore important that the LCIO/MARLIN framework be operational before the next ECAL run in June.  Similarly the HCALs/TCMT groups need to be prepared before their data taking starts.   Failure to have software prepared could lead to inefficient use of beam time.  
2.8.3 Recommendations  

· Monte Carlo: Each detector group will have to be responsible for and maintaining the geometrical description of their detector within Mokka and for implementing the digitization (noise, crosstalk etc.) as and when necessary.  We recommend the use of the DigiSim framework within MARLIN for digitization.  Although detailed work may need to await the arrival of data, each group should consider whether the information stored by MARLIN is sufficient for their needs. 

· Data analysis framework:  Work on the lightweight “intelligent” decoding of the data into LCIO objects needs to start expeditiously (action P.D.Dauncey, G.Mavromanolakis, R.Pöschl, D.R.Ward).   Aim to agree on data content by NIU Calice meeting, and have a first version of code by end March.  We recommend the use of MARLIN as the analysis framework.  Individual processing tasks, such as mapping, calibration, alignment, histogramming, should be packaged as separate MARLIN processors.   

· Database:  The use of the LCCD package to access a MySQL database in the LCIO/MARLIN framework is recommended.   A database manager will need to be appointed.

· Data storage:    The data (native, raw LCIO and processed LCIO) will be stored in the dCache mass storage at DESY.  All members of CALICE need to be informed how they can access to these data with the preferred method of access being Grid-ftp.  Write access needs to be restricted to a very small group of  experts (to be identified).

· Code sharing: Authors of code are strongly encouraged to store their work at the CVS repository recently established at DESY-Zeuthen.

· Documentation:  Documentation needs to be improved, and a central point of access to documentation (e.g. a web page) should be established.
3 FNAL MTBF Beam Line

The beam line is far from ideal; there a significant outstanding spatial and triggering issues.

3.1 Assessment

3.1.1 Experimental area layout

The experimental area is small and difficult to access.
· The width of the area is only just sufficient for the proposed HCAL mechanical support structure. There is a counting house immediately outside the shielding wall which would be difficult to move in practical terms. 

· The area is covered by a roof which both limits access and provides a height constraint for the equipment within the area. In addition, the vertical crane clearance above the roof is very limited. 

· The beam itself does not enter the area centrally (it is offset to one side) or horizontally (it rises by several cm as it passes through the area).

3.1.2 Beam parameters
· As long as the beam intensity is high enough that 2000 events can be taken per spill, then the average event rate will be simply determined by the spill rate. Hence, the reduction to a spill every two minutes will reduce the maximum event rate to 17Hz.

· At low energies, the beam intensity may not be sufficient to obtain 2000 events; e.g. the 8 GeV beam has only 400 particles per spill, giving a maximum event rate of only 3 Hz.

· The beam size and double particle occupancy are acceptable for our purposes; the energy spread was not given but needs to be checked.

3.1.3 Beam line detectors, triggering and readout
· The installed trigger has a latency of around 200ns, which would give a minimum HOLD latency in the VFE electronics of around 300ns. This is too late for both the ECAL peaking time of 190ns and the AHCAL peaking time of 160ns.

· Forming a pre-trigger from the accelerator beam signal is not feasible as this has a 19ns period, giving multiple HOLDs within the peaking time. Forming our own trigger from scintillators immediately in front of the ECAL seems the only realistic option.

· The trigger, tracking and Cherenkov readout is based on CAMAC; this will probably not keep up with a rate of several kHz and so is likely to be buffered. It was not known if the buffer is sufficient for 2000 events. There are also issues with merging the data from these detectors with the CALICE DAQ and whether they can be triggered from our scintillators rather than the installed system.
3.1.4 Other factors
· The first beam test at FNAL with ECAL only was being planned to start in September. Because FNAL has a shutdown scheduled during the whole of September and October, this will be delayed by at least two months.

3.2 Schedule Risks

· Beam energy spread should be controlled below 2% for hadrons and below 1% for electrons. 
· Arrangements need to be made with Fermilab to modify the spill structure to optimize data taking rate, taking into account buffer sizes and latencies.
· Possible changes in experimental enclosure to ease the space constraints.
· Possible changes in beam line component structure to widen the momentum coverage range. 
3.3 Recommendations
· The feasibility of changing the above constraints should be studied as soon as possible.
· ECAL MOU needs to be written specifying the above requests as soon as possible.
· Given how non-optimal FNAL will be, other options (CERN, Protvino) should be revived and seriously investigated.

4 Milestones and Goals

Table 1 summarizes milestone goals and dates for all components.  The Technical Board will use this table to check progress and to set the detailed goals for various components.
5 Conclusions

We believe, despite a few schedule risk factors pointed out above, the CALICE collaboration’s detector R&D efforts are making healthy progress.  It is, however, critical for the leadership of the collaboration to help implement the above recommendations in an expeditious manner to prepare all components for the combined beam tests in a timely fashion.
The technical board will have the next review in eight months, two weeks before the DESY PRC meeting in November 2005, to reassess progress and provide the next set of recommendations to be presented at the PRC meeting and to facilitate obtaining additional resources needed to complete the tasks in a timely manner.
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Table 1 Milestone dates and goals.  These will be used by the Technical Board to check progress and to set detailed goals for each component.
	MS Dates
	ECAL
	AHCAL
	DHCAL
	TCMT
	Mech. Support
	Slow Control
	DAQ
	Software
	Beam Line

	Apr. 1, 2005
	Si wafer delivery complete/ begin slab production
	 
	ASIC prototype submitted/ Subsystems characterized
	 
	Complete Redesign
	 
	 
	Finalize LCIO RAW format
	Complete FNAL PAC prep.

	May. 1 2005
	Complete slab production
	 
	Start subsystem prototyping
	 
	Tech. Board design approval
	 
	 
	 
	Start working on MTBF mod. w/ FNAL

	Jun. 1 2005
	2nd electronics TB at DESY/ 'Submit MOU to FNAL
	Start 1st cassette Test Beam at DESY with ECAL
	MRI funds awarded
	 
	 
	Commission with ECAL and AHCAL at DESY
	Start ECAL-only DESY beam test with production DAQ at full rate.
	Full ECAL LCIO RAW conversion, database ready.
	 

	Jul. 1, 2005
	Physic prorotype at LLR
	Complete TB run at DESY
	Initiate tests of front-end boards
	 
	 
	 
	Complete ECAL-only beam test
	 
	 

	Aug. 1, 2005
	 
	 
	 
	 
	 
	 
	 
	 
	Begin FNAL Shutdown 

	Sept. 1, 2005
	Complete cosmics calibration
	Start preparing for MOU to FNAL
	Initiate tests of front-end boards with ASICs
	 
	 
	 
	Complete ECAL and AHCAL integration tests at DESY
	 
	Begin beamline mod.

	Oct. 1, 2005
	Ship full ECAL to FNAL
	many modules cosmics run  
	 
	 
	Ship to FNAL
	 
	Ship DAQ system to FNAL
	 
	 

	Nov. 1, 2005
	Fully installed and tested at FNAL
	Submit MOU to FNAL
	 
	 
	Complete installation at FNAL, fully tested
	Complete implementation at FNAL, fully tested
	Complete commissioning of ECAL-only DAQ at FNAL
	 
	Complete beamline mod./ start comm.

	Dec. 1, 2005
	Start Taking Data
	ship full AHCAL to FNAL
	 
	 
	Load AHCAL on the structure 
	 
	 
	 
	 

	Jan. 1, 2006
	 
	 
	Start RPC construction.
	 
	 
	 
	 
	 
	 

	Feb. 1, 2006
	 
	Complete inst.  at  FNAL
	Start electronic readout system fabrication.
	Complete installation at FNAL
	 
	 
	 
	AHCAL LCIO code ready
	 

	Mar. 1, 2006
	 
	Start taking Data
	 
	Start taking data
	 
	 
	Complete AHCAL DAQ integration 
	 
	 

	Jun. 1 2006
	 
	 
	Complete and submit MoU to FNAL
	 
	 
	 
	 
	 
	 

	Sept. 1, 2006
	 
	 
	Start GEM construction
	 
	 
	 
	 
	RPC LCIO code ready
	 

	Jan. 1, 2007
	 
	 
	RPCs installed at FNAL and start taking data
	 
	 
	 
	 
	 
	 

	Mar. 1, 2007
	 
	 
	GEM at FNAL and start taking data
	 
	 
	 
	 
	GEM LCIO code ready
	 


