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Abstract

Measurements of the branching fractions (averaged over charge-conjugate decays),
B, and CP violating charge asymmetries, Acp, of the decays B* — K**7° and

B* — p*7° are presented :

B(B* — K*1%)  =1[6.9 +2.1 (Stat.) + 1.2 (Syst.)] x 10~
Acp(BE = K**7%) =0.03 +0.29 (Stat.) + 0.05 (Syst.)

B(B* — p*n?) =[10.3 4+ 1.4 (Stat.) +0.9 (Syst.)] x 107°
Acp(B% — p*n®) =0.03 £0.13 (Stat.) +0.02 (Syst.)

The B decays are reconstructed from the three body final states K*7%7% and
757070 respectively. The analysis uses approximately 232 million charged B decays
produced by the PEP-II storage rings at SLAC and recorded by the BABAR detector

over the period 1999-2004.
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1 Theoretical background 15

Chapter 1

Theoretical background

1.1 Introduction

There exist three discrete transformations of fundamental importance in our under-
standing of physics at the smallest scales. They are the parity, charge-conjugation
and time-reversal transformations, represented respectively in quantum mechanics
by the two unitary operators P and C, and the antiunitary operator 7. Clas-
sically the P and T space-time operations correspond to (P : X — —X) and
(T : t - —t). The charge-conjugation transformation transposes particle for an-
tiparticle, in essence changing the sign of all internal quantum numbers and phases.
Although there is no strict classical representation of the charge-conjugation trans-
formation (since it emerges from relativistic quantum mechanics), the transforma-
tion nevertheless has classical consequences. In electromagnetism, electric charges
change sign under the transformation, reversing the direction of their associated

currents and hence their electromagnetic fields.

Examples of fundamental interactions can be found in nature which are not sym-
metric under parity and charge-conjugation transformations separately [1]. In these
instances it is said the C' and P symmetries are ‘violated’. In addition it has been

known since 1964 that the product CP is violated in the decays of neutral kaons [2].
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More recently the BABAR [3] and BELLE [4] experiments have succeeded in being
the first experiments to claim discovery of CP violation in the b quark sector [5] [6],
helping us to further understand the mechanism by which CP violation is manifested.
Our current understanding of CP violation is incorporated into the Standard Model
(SM) by the presence of the unitary Cabibbo-Kobayashi-Maskawa (CKM) matrix [7]

in the electroweak Lagrangian [8] [9] [10].

Besides the weak decays of kaons and B mesons, the preponderance of matter over
antimatter in the visible universe is a strong indication that at some level CP was

not a good symmetry of the early evolving universe [11].

Despite the fact that these symmetries do not always hold, it is understood that
any system that can be described by a local quantum field theory that preserves
causality must have an exact symmetry under the transformation represented by
the product of operations C'PT [12]. This implies any system that violates CP must

also violate T'.

In this chapter the mechanism for CP violation in the Standard Model is discussed
before setting it in the context of the decays of B mesons. After this discussion,
additional physics relating to the specific decays under consideration in this thesis

are introduced.

1.2 The C, P and T operations

In discussing how elementary particles and their interactions behave under the trans-
formations P, C' and T it is appropriate to consider how the operations are repre-

sented in our quantum description of nature.

Drawing analogies from classical expectation, one is able to postulate the following
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transformation properties:
PA*(t,R)Pt = A,(t,—%); PJ*(t,®)Pt=J,(t,—%); PO*P'=9, (1.1)
CAM(t,R)CT = —A*(t,%); CJHt,R)Ct = —Jr(t,X); Co*CT=0" (1.2
TA (L, R)TT = A,(—t,%); TJ*t,R)TH = J,(~t,%); To*T' =—-0,, (1.3)

—_
[\

where A* represents a spin-1 vector gauge field, J# represents a general field current
and 0* = 0/0z,. Using the transformation ansatz for the current J#, one may derive
the transformation properties of the fields contributing to the currents. For instance,

in the case that J* = (¢, X)y*1)(t, X) represents the current for a Dirac field v (t, X),

it can be shown [13] that the field must transform as

Pw(t’ i)PT = Volﬁ(ta _i); Pa(ta i)PT = ¢(t7 _X)fYOa (1 4)
Co(t,R)Ct = i7" (t,%); Cip(t, R)Ct = —id)" (1, %) 7% (1.5)
Ty(t,R)T" = v y3p(—t,R); Ty(t, )T = (—t, %)y (1.6)

to satisfy the current terms in Eq.(1.1) - Eq.(1.3), where the " matrices are those

of the Dirac-Pauli representation.

It is relatively straightforward to derive similar relations for spin-0 fields and other
bilinear quantities (though of course this method is not the only way to derive
them). Equipped with such transformations one is then able to tackle the issue of
whether a given Lagrangian is invariant under the C'; P and T operations or any
combination thereof. A Lagrangian of particular interest for such a question is that

of the Standard Model.

1.3 CP violation in the Standard Model

The Standard Model of the strong and electroweak forces is described by the gauge
group SU(3)¢xSU(2), xU(1)y, where the subscripts denote colour, left-handedness

and weak hypercharge respectively. The SM Lagrangian can be written as

Lsy = »CSU(3)C + »CSU(Q)LxU(l)ya (1'7)
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where Ly (3), and Lsp2), xv(1)y are the QCD and electroweak Lagrangians respec-
tively. In writing the most general Lagrangian for QCD, one must include a gauge
field interaction term GG which violates both parity and time reversal invariance.
This contribution is usually set to zero ‘by hand’ thereby imposing parity and CP
conservation, though this is generally regarded as unnatural. The presence (or rather

absence) of this term is known as the ‘Strong CP’ problem.

Leaving QCD aside, we focus now on the issue of CP violation in the electroweak

Lagrangian which is the only source of CP violation in the SM.

1.3.1 Glashow-Weinberg-Salam Model

The full electroweak Lagrangian of the Glashow-Weinberg-Salam (GWS) Model [8]
[9] [10] can be written as

1 1
EGWS = __Wuu - WH — ZB;WBMU

4
. 1 Y
+ XeY*(i0, — 957" W, — glgBu)XL
oy Y
+ qrY"(i0, — g §BN)QR

. 1 Y
+ ‘(Zau - 957' W, —g §BM)¢‘2 - V(¢)

3
- Z (F%ELd)ujR + F%%L(ﬁdﬁz + FéjELQSZjR + h.c.). (1-8)

ij=1

Here W = (WH! WH2 WH3) and B* define the isotriplet SU(2) and singlet U(1)
gauge fields of the model respectively, with W, = 0,W, —0,W, — gW, x W, and
B,, = 0,B, — 0,B,. T and Y are the generators of the SU(2) and U(1) groups,
while ¢ and ¢’ are the respective gauge couplings. Fermion fields couple to the
SU(2) and U(1) gauge fields as left-handed doublets represented by x;, = < ZZ )

t /L
for the quarks and ( IZZ
which there are three iIi the SM. Additionally the fermions couple to the U(1) field

l

> for leptons with ¢ denoting the fermion generation, of
L

as right-handed singlets ¢;, = u;,,d;,, l;,; notice there is no right-handed neutrino
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in the SM. The GWS model contains a single SU(2) doublet ¢ of Higgs scalar fields
b ) a-(5)

= , with = B 1.9

o= (% i=( 4 1.9)

The shape of the scalar potential V' (¢) is such that the Higgs fields acquire vacuum
expectation values which we ‘choose’ to be (0/¢°|0) = v + h(x) and (0|¢*|0) =
(0|9~ ]0) = 0, thereby breaking the SU(2) and U(1)y gauge symmetries. However,
this choice preserves the symmetry 72 + Y/2 = @) thereby conserving charge and
keeping the photon massless. The symmetries (7, +47;) and (Y/2 — 73) are broken,

giving rise to the three massive gauge bosons (W=, Z9).

The non-zero vacuum expectation value for the neutral Higgs field also gives masses
to the fermions by way of the last term in Eq.(1.8) (known as the Yukawa coupling

term) which becomes

(CXrQusn + TiXarddin + hoc) — (Mg, + Mid;d;, + hec.) (1.10)

where

u u d __ d
M, =Ty, and My = ol (1.11)

are the mass matrices, which are in general complex. In their current (arbitrary)
form, the mass matrices are not particularly useful. However if we diagonalise them
such that the elements are real, the diagonal elements will be the fermion masses
and the eigenvectors of the diagonalised matrix will be the fermion mass eigenstates.

We do this with the help of four unitary matrices, T¢, T%, T2 and Tg.

TEM Ty = M, TEMTR = Mg, (1.12)
with eigenstates
ui(r) = Timurw); dip = Tir)dur). (1.13)

(1.14)
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These can be inverted to give

u m . d m
UL(R) = TL(TR)UL(R)a di(r) = TLZLR)dL(R)' (1.15)

Substituting these expressions back into the Lagrangian which now has a broken
symmetry, the interaction terms of the left-handed currents with the charged elec-

troweak gauge fields are

Lin = P A — ST W T (116)

9 —m g
_Eui Ltiky, ki %L V2
where W = W, £ W} of Eq.(1.8). The matrix product T}

dt . .
ikLTkjL 1S written as
v

and is given the name the Cabibbo-Kobayashi-Maskawa (CKM) matrix.

JoKM?

We can now apply our transformation rules to this interaction. Under CP, L;,;

transforms as

N g —
’iJCKMWu u?z - EUTLVMVUCKMWJCZZ (1.17)

9 Tm
(CP)Li(PICT) = —ﬁdj MV

Notice that all terms are interchanged except for the V. and Vj; = terms.

iorM
These are of course unaffected due to the unitary nature of the operators!. Thus
the interaction Lagrangian is only guaranteed to be invariant under CP if the CKM
matrix is real. As we shall see, for a unitary 3 x 3 matrix this is in general certainly
not the case. The presence of an irremovable complex phase in Vg guarantees

CP violation in the SM.

1.3.2 CKM matrix

It can be shown that a general 3 x 3 unitary matrix can be expressed in terms of three
real parameters and six pure phases [14]. However, in the case we are considering

we are free to rotate each quark field by an arbitrary global U(1) phase without

!Recall a property of a unitary operator U is U(a¢) = a(U¢) where a is a complex coefficient.
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affecting any of the physics. This amounts to transforming Vg as

e @0 0 Via Vs Vb et 0 0
Ve — 0 e 0 Vea Ves Vi 0 €% 0
0 0 e Via Vis Vi 0 0 ¢4

(1.18)

Thus it would seem we have six phases to play with to cancel the six phases of the
CKM matrix. However as we can always factorise any one of these phases, only
five relative phases of Vogay can actually be removed in this way. Thus Vegar
can be expressed completely in terms of three real parameters and one remaining
arbitrary phase. This conclusion was first presented by Kobayashi and Maskawa in

their paper [7] of 1973.

Having obtained the CKM matrix, it is a question for phenomenology to parame-
terise it in an appropriate way. Currently the magnitudes of the elements of the

CKM matrix are (to a 90% confidence interval) [15]

0.9739 — 0.9751 0.221 — 0.227  0.0029 — 0.0045
0.221 —0.227 0.9730 — 0.9744 0.039 — 0.044 . (1.19)
0.0048 — 0.014  0.037 — 0.043  0.9990 — 0.9992

To reflect this, the standard parameterisation of Vg recommended by the Particle
Physics Data group is

—1d

C12C13 S512€13 513€
_ —id —i6
Verkm = —812C93 — C12523513€ C12C23 — S12523513€ $23C13 ) (1-20)
—id —id
512C23 — C12C23513€ —C12523 — 512C23513€ C23C13

where ¢;; = cos0;; and s;; = sin6,;. 0;; are the three real parameters and ¢ is
the single phase. Notice the phase appears on the smallest elements, reflecting
the fact that CP violation is small in the SM. Having a non-zero (or non-integral
multiple of 7) phase does still not guarantee CP violation as a couple of further
conditions must be met. Degeneracy in any two quark masses of the same type
allows yet another quark field rotation similar to Eq.(1.18) that can remove the
remaining phase. Secondly the phase can be removed if any of the three real angles

are equal to 0 or 7/2, for then some of the elements above would become zero and
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the respective quark fields would ‘decouple’. A second parameterisation, and the

one adopted herein, is that of the Wolfenstein parameterisation [16]

1—)%/2 A AN (p — in)
Verw = - 1—22/2 AN? + O\, (1.21)
AN(1—p—in) —AN 1

where A, p and 7 are all real parameters of order unity and A ~ 0.22. This parame-

terisation again reflects the hierarchy of the experimentally obtained magnitudes.

1.4 CP violation in the b-sector

Having discussed CP violation in the SM, the connection to the physics of B mesons
can be made. As stated earlier Vg is defined to be unitary. This condition
implies nine orthonormal relations, six of which can be represented as triangles in
the complex plane. The relation of relevance to CP violation in B mesons is given
by

VuaVp + VeaViy + ViaVyy, = 0. (1.22)

Each one of these terms (each describing a side of the triangle) is of order \?,
therefore we can expect the angles of the triangle to be of order unity and hence the
decays of b quarks to contain weak phases of order unity. Due to these large weak
phases CP violation is expected to large in the b-sector. The relationship between
the sides and angles of the unitarity triangle is shown pictorially in Figure 1.1 (a),
with the triangle rescaled and oriented in the complex plane in (b). This is achieved
by dividing the side lengths by |V.4V;| and choosing a phase convention such that

VeaV}, is real.

The three angles of this triangle «, § and 7y are given by

ViV VoV LV
a=arg [—ﬁ} , B=arg [—#Kb] , ¥ =arg [—%} : (1.23)
ud ¥ yub tb ca’ch
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a) A
£
VudVZb th th
Y B
= B
%
¢ Vcd Vcb

Y B
C =(0,0) B =(1,0)

Figure 1.1: The unitarity triangle relevant to the decays of B mesons. Figure (b) shows the
triangle rescaled with a phase convention such that V.4V is real.

These three physical parameters can each be measured independently (albeit in-
directly), and thus we can overconstrain the unitarity property of the triangle. If
the three angles do not add up to m, the presence of new physics in the decays
of B mesons can be inferred. Relating these angles to experimentally observable
quantities is not trivial however, and is discussed below. All related measurements,

unsurprisingly, involve the analysis of C'P-violating processes.

We move now to discuss the three types of processes that can give rise to CP violation

in B decays. They are, in no particular order,

i. CP violation in decay or ‘direct CP violation’. This occurs for both neutral
and charged B mesons and arises when an amplitude for a decay is not equal

to its CP-conjugate process.

ii. CP violation in mixing or ‘indirect CP violation’. This occurs only for neutral

B decays and when the final state is not a CP eigenstate.
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iii. CP violation in the interference of decays with and without mixing. This

occurs when a final state is common to both B and B mesons.

1.4.1 Direct CP violation

Direct CP violation arises when the magnitude of an amplitude for a process B — f
is not equal to its CP-conjugate process B — f. Writing the amplitudes for the two
processes as A = (f|H|B) and A = (f|H|B) we have

‘%‘ #1 = CP violation (1.24)

These amplitudes can be expressed as a coherent sum of amplitude contributions a;,
each of which carry two types of phase. One is a CP-invariant phase §;, commonly
called the ‘strong phase’ due to its usual origin. The other is a C'P-violating phase
¢; known as the ‘weak phase’ due to the only allowed source of CP violation in the

SM. The amplitudes are then

A= Z a;e’0itod, A =3 q;ei0=), (1.25)

Equality of the factors a; in both the B and B amplitudes is a consequence of the
CP and time-reversal invariance of the strong interaction. For direct CP violation
to occur, there must be at least two differing amplitude components for both A and
A which differ in both ¢ and §. In the case of just two contributing amplitudes,
the necessity of two differing phases for CP violation is well illustrated in Figure 1.2
(though is of course trivial to derive also). Here we have defined dy = ¢y = 0 for
simplicity. To observe direct CP violation, the lengths of A and A have to differ. As
can be seen this can only be achieved if §; and ¢; are non-zero. To experimentally
resolve such differences the differing amplitude components must be of a comparable
magnitude also - having either ag or a; much larger than the other will make the
triangle too flat to show up appreciable CP asymmetries. The physical processes

that are thought to give rise to the component amplitudes are discussed below.
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S

Figure 1.2: Illustration of the need for differing strong and weak phases between the amplitude

components to observe direct CP violation. To observe direct CP violation the lengths .4 and

A must differ, thus both the CP-invariant phase § and CP-violating phase ¢ must be non-zero.

Additionally the lengths of the component amplitudes must be of a similar size for experimental
observation of CP violation.

Direct CP violation is the only kind available to charged B mesons and is the easiest
to measure experimentally. In neutral B mesons it can occur but may compete with
the other forms of CP violation and so is less straightforward to untangle. Practically

one measures the asymmetry

I'(B— f)—IY )

1|+

B
ar = — - (1.26)
I'B— f)+T'(B— f)
which is related to the amplitudes by
1—|A/A)?
afp= ——1" " 1.27
T4 1A/4p (1.27)

There has been recent observation of direct CP violation in the neutral B decay
B® — K7, at the level of around 11% [17]. This has been observed independently
by both BABAR [18] and BELLE [19].

1.4.2 CP violation in mixing - ‘indirect’ C' P violation

In discussing neutral B mesons, care must be taken to properly define what we
mean. Firstly there are flavour eigenstates, which are states with defined valence
quark content and are the eigenstates of the strong force. Explicitly |B%) = |db)
and |B% = |db), with the convention that CP|B°) = |B%) and CP|B%) = |B°).
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Secondly there are the eigenstates of the free Hamiltonian, which describe states
with definite mass and time evolution, and which differ from the flavour eigenstates.
B meson flavour eigenstates share common decay channels. Because of this, their
time evolution will be such they oscillate from one flavour eigenstate to the other.
The dominant oscillation amplitudes are through second order weak interactions of

the form illustrated in Figure 1.3.

b w* d b T d
B t. _+t B BOW w Bo
W t
da D d b

Figure 1.3: The dominant transition diagrams for B® — B9 mixing.

We can write an arbitrary neutral B meson state as a linear superposition of flavour
eigenstates: |B(t)) = a|B°) + b|B%). This state vector satisfies the time-dependent

Schrddinger equation [13]:

9 r
2 1B@)) = |M —i-||B 1.2
igpB0) = | M - i | 1B0), (1.28)
where
M11 M12 F11 F12
M= d T= 1.29
<Mf2 M22) o (F’{2 F22> (1-29)

are Hermitian matrices. The Hamiltonian is thus not Hermitian, and the two eigen-
states are not necessarily orthogonal. By CPT invariance, My, = Myy and I';; = [go;
if CP were conserved

Im(M;3) = Im(Ty5) = 0. (1.30)

The eigenstates of the Hamiltonian can be written as

BL) = p|B®) +qB% = |By(0))e tM—if)
Ty

— ) . 1.31
‘BH> = p|BO> — q‘BO) — ‘BH(O)>6—Zt(MH—zT)’ ( )
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with L and H denoting light and heavy eigenstates respectively. p and ¢ are in
general complex, but are subject to the normalisation condition |p|? + |¢|> = 1. We
write the mass and width differences as Amg = My — My and Al'g = I'y — 'z,
and noting that the eigenvalues from the Schrédinger equation are (M, — Z%L) and

(My —iEL), we get

(Amp)? = J(ATRY = 4(Mf = {|TsP) (1.32)
(Amp)(ALp) = 4Re(Mpl™,) (1.33)

such that
q9_ _ (M7, — %Ffz) _ _AmB — 3Alg _ _Q(Mﬁ —3I'T) (1.34)
P (M — 5T2) 2(Mys — 3T12) Amp — ;AT
For CP violation in mixing, the condition in Eq.(1.30) implies
q
- #1 1.35
H 439

Practically one can measure the time-dependent asymmetry

_L(B() = I'vX) ~T(B'(t) = I"vX) (1.36)
T7T(BY(t) = 1+uX) + T(BO(t) — | 7X) '

which in terms of |g/p| is given by

_1—lq/p*
1+ |q/pl*

However, this asymmetry is expected to be small (of the order of 1072 [20]) and the

a (1.37)

theoretical uncertainties in calculating 'y and M;, mean relating this quantity to

CKM parameters is difficult, even if measured with precision.

1.4.3 CP violation in the interference of decays with and
without mixing

Consider a final state fop which is an eigentstate of CP and is available to both

BY and B°. Expressing the amplitudes for the processes as A(B° — fcp) and
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A(BY — fcp) we write the OP violating quantity of interest as

SNBN

A= ’I]f (138)

IR

where 77 is the CP eigenvalue (£1) of the final state f. For CP conservation |¢/p| =
‘X/A‘ = 1 with the relative phase between the ¢/p and A/A vanishing. For CP
violation we have

A # £1. (1.39)

This condition can be brought about by both CP violation in mixing and in decay.
However to a good approximation in most cases it is still true that |¢/p| = 1 and
‘X/ A‘ =1, and CP violation arises from a non-vanishing phase difference between

the two ratios. In this case, A acquires a phase such that

A =1, Im\0. (1.40)

This type of CP violation is called ‘CP violation in the interference of decays with

and without mixing’. In practice one measures the time-dependent quantity

a _ F(Eo(t) — fcp) — F(Bo(t) — fcp) (1 41)
fer T T(BO(t) = fop) + D(B(t) — fop) '

which can be re-expressed as

1 — |A|?) cos(Ampt) — 2ImAsin(Ampt
oo = (LB ol amat) —aTmsin(smat) )

In the case where there is only one weak amplitude contributing to this process, A

becomes a pure phase and the asymmetry becomes considerably more simple

ar(t) =~ nysin 25 sin Amt. (1.43)

This is the case for certain decays of the form b — ccs, as discussed in section 1.4.4.

We move now to discuss how the CKM angles are extracted experimentally.
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1.4.4 Measuring

The angle 3 is the easiest of the three CKM angles to measure experimentally. This
is because the quantity sin 23 can be readily extracted from the decays of neutral B
mesons to final states involving charmonium and a neutral kaon. Charmonium de-
cays present a clean experimental signature, are relatively abundant in B decays and
the theoretical calculations involved in describing the amplitudes have small model
dependent uncertainties. The two principal Feynman diagrams for the processes
of these ‘“Type I’ decays are shown in Figurel.4. The small theoretical uncertainty
chiefly arises from the tree and penguin diagrams having the same weak phase to
first order in their matrix elements. This feature reduces the model dependence of
the calculation as no additional assumptions about factorisation, colour suppression
or final state phases are built in. For this reason these channels, and in particu-

lar the decay to J/¢¥Kg are often called “Golden Channels”. The time-dependent

¢ Iy, X,
5

Vo 0
W a K

Figure 1.4: Tree and penguin diagrams contributing to the “Golden Channel” sin 23 process.

asymmetry for this type of decay is given by Eq.(1.43).

There are other methods to extract sin 2/3, such as Dalitz plot analyses? of B — D

decays. The current world-average measurement for sin 2/ is 0.739 £ 0.048 [17].

1.4.5 Measuring o

Processes of the form b — dui can in principle be used to measure «. In particular

the decay B — mt7~ lends itself to the measurement of sin 2« in an analogous

2These are discussed in sections 1.7 and 1.8.
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way to the Golden Channel process for sin 23. Unlike the sin 23 case however, the

Figure 1.5: Tree and penguin diagrams contributing to decay B® — nt7~ used in the measure-
ment of sin 2a.

weak phases present in penguin and tree amplitudes are no longer the same and
penguin contributions have been found to be non-negligible [21], thereby spoiling a
clean extraction of the angle [22]. The fact that the 7+ 7~ process is contaminated by
penguins leads us to consider complementary modes that may also yield information
on . Though no channel offers a clean extraction, most suffering the same fate of
non-negligible penguin contributions, that is not to say « is beyond reach. The
technique known as isospin analysis offers a means by which to distinguish the tree
processes from the penguin ones. This tool exploits a fact that for certain channels
there is at least one amplitude describing an isospin transition that can be reached
only by a tree process. By isolating such processes one may untangle the tree-
only contribution and thereby remove the penguin pollution. This technique is only
applicable to certain select modes, such as 7w, K7, pm, pp, ete. [23]. The amplitudes
for the differing AT transitions of the component amplitudes are labelled Ay, ; . In
the case of the decay B — pm, which is of interest here, the isospin-decomposed
amplitudes which contribute are summarised in table 1.1. The penguins contributing

to these modes are necessarily Al = % transistions®.

Writing these amplitudes explicitly in terms of their tree (T) and penguin (P) con-

tributions along with the weak phase o we get

3The penguins describe the processes b — ggd with the quark-antiquark pair produced by gluons
which carry I = 0. The only change in isospin number therefore comes from the d quark.
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‘ Decay Amplitudes

AB*T — ptn®) = %\/§A3/2,2 - %\/%A3/2,1 + \/%Al/Q,l

AB*T = p'rt) = %\/%As/zz + %\/%A?,/m — \/%A1/2,1

AB’ = ptr™) = %\/%A?,/m - %A3/2,1 + %Al/z,l - \/%Al/Q,O
-A(BO — P_7T+) = %\/%A3/2,2 + %A3/2,1 - %A1/2,1 - \/%Al/Q,O
AB° — p'1%) = \/%As/zz + \/%fh/z,o

Table 1.1: Tsospin decomposition of B — pm in terms of the isospin amplitudes Ay, -

ABY = ptn) = At = e T+ 4 Pt
AB - pnt) = At = el T4 P F
ABY — 070 = AN =  —iaT00 4 poo
SAB = ptrm) = LA = efeT 4 Pt
%A(EO —pnt) = %Z_Jr et Tt 4 Pt
LAB® - pfn0%) = TAY = et pY,
and for the charged modes
\/ﬁA(BJF — p+7r0) — e~leTH0 4 pt- _ p=+, (1.44)
\/§A(B+ — p01t) = e (Tt 4+ T+ +27% — T+0) — pt— 4 p—+ :
with
1 1

Although in principle the three tree and three penguin contributions to the neutral B
amplitudes can be untangled from the neutral relations alone [24], the inclusion of the
two charged B modes adds only one new tree component 7+°. Thus measurement

of the charged B decays gives independent information about the penguin pollution.

1.4.6 Measuring v

The angle « is regarded as the most difficult to extract experimentally. In addition,

observable quantities which depend on 7 also depend on other ill-known parameters,
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making theoretical untanglement of experimental results highly non-trivial. There
are several strategies devised to determine v experimentally, one of which is based on
theoretical amplitude relations between decays of B mesons to final states composed
of a K and a 7 [25] [26]. These ‘triangle’ relations are derived principally from SU(3)
flavour symmetry although they have certain dynamical assumptions built in, such
as absence of annihilation topologies, electroweak penguins, etc. One important
feature of these relations is that only the branching fractions have to be measured.
However it is now believed that assumptions such as the absence of electroweak
penguins are no longer valid [27]. Additionally, final state interactions are believed
to be non-negligible for Kr-like modes, thereby changing the strong phases by an
unknown amount. All these features compound to make the triangular relations

naive at best.

1.4.7 State of the art

The present knowledge about the CKM angles is summarised in Figure 1.6. This is
formed from all current, world-averaged measurements on sin 23. In addition there
are other measurements which act to constrain the apex of the triangle such as Ampg
from By-mixing and €k from K-mixing which are included in this plot. The coloured
regions show the confidence levels obtained from all the various measurements [28].

Note there are as yet no inputs from measurements related to a and + in this plot.

1.5 Charmless B physics

The decays of B mesons to final states with the absence of charm quarks present a
rich and complex phenomenology. This is largely due to the presence of the second
order penguin diagrams, which can have magnitudes comparable to some of the tree
processes. The Feynman diagrams for the amplitudes available to charmless decays
are shown in Figure 1.7. The labelling is as follows: 7" denotes the colour-favoured

tree, C' the colour-suppressed tree (suppressed by a factor of around three compared
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Figure 1.6: World average confidence levels of the unitarity triangle in the p,7 plane. The
coloured regions show the confidence levels obtained from different measurements. This plot was
produced with [28].

to T), P is the QCD penguin, A the annihilation, Pgy the colour-favoured elec-
troweak penguin, PSy, the colour-suppressed electroweak penguin, EP the penguin
exchange and EPSy, the colour-suppressed electroweak penguin exchange. Each
penguin can have one of three quarks (u,c,t) in the loop, though any one of these
separate amplitudes can always be factored out using the triangle relations derived
from the unitarity of the CKM matrix, yielding only two independent diagrams per
penguin. The hierarchy assumption in most models of charmless B physics is that
the QCD penguin amplitudes are of the same order of magnitude as the tree ampli-
tudes (P ~ T) within CKM factors*, electroweak penguin amplitudes are roughly
one order of magnitude smaller than QCD penguins, while annihilation amplitudes
are very small and in most cases are ignored. The presence of sizeable penguin am-
plitudes allow for the possibility of seeing large direct CP asymmetries, by providing
the required differing strong and weak phases from the tree amplitude. However if
the penguin amplitudes are too large compared to the tree, observing direct CP

becomes harder as discussed earlier.

“For example, in the diagrams of Figure 1.7 where the final state is a kaon,
[TV Vus|/|PVVis| ~ 0.2 [27]. In the case of B — 7w~ the tree is dominant, though QCD
penguins are still significant.
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Figure 1.7: Tree and penguin diagrams contributing to charmless B decays. Figure is taken
from [27].

1.5.1 Approximate theories

In describing the physics of B decays, one must deal with both the bound states of
the B mesons and with hadronic final state interactions which, though in principle
governed by QCD, are very often in the non-perturbative regime and are therefore
notoriously difficult, if not impossible, to calculate. To overcome these difficulties,
techniques have been developed whereby predictions for physically significant quan-
tities such as branching fractions and CP asymmetries can be made under certain
assumptions. The details of these techniques are not given here, rather only a few

words outlining the underlying principles.




1.5 Charmless B physics 35

Effective theories

Effective theories are based on the principle that any given process has a finite
number of degrees of freedom that are of physical significance. By appealing to such
things as the kinematics of the decay, one may reasonably remove from the theory the
intermediate states of high virtuality by reabsorbing them into the degrees of freedom
of the process, thus introducing ‘effective’ interactions which can be approximated.
Examples of effective theories are the operator product expansion (OPE), which
expands propagators in terms of the virtuality of the exchanged particles, heavy-

quark effective theory (HQET) and chiral perturbation theory (ChPT).

Factorisation

Factorisation is a method that approximates incalculable QCD matrix elements of
the form

(h1hs|O|B) (1.46)

with the product of matrix elements

(h1|T1| B)(ha| J2|0) (1.47)

where the currents J; 2 are formed from empirically known quantities such as form
factors and branching ratios. The assumptions are that non-perturbative effects are
negligible in part due to the heavy mass of the b quark, and the light mass of the

final hadron hy which typically is produced with large momentum.

Light flavour symmetry

Light flavour or flavour-SU(3) symmetry is frequently used to mitigate the effects
of hadronic uncertainties in charmless B decays. It is based on the symmetries of

the physics in the limit of vanishing u,d and s quark masses, whereby the three
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states become degenerate with respect to the strong interaction. For example the

amplitudes for charged B decays to 7w, K7 can be related [25] [26] by the expression

Vus
Vud

AB™ =7 K°) +V2A(B~ - m°K ") =V2 ( ) AB™ = 7w ){1+ 05 }

(1.48)

where dgy(3) is the degree of SU (3) violation. dsu(3) is usually related phenomeno-
logically to the ratio of kaon and pion form factors fx/fr, though such estimates

are reliant on factorisation assumptions.

1.5.2 Long distance rescattering effects for K7 channels

There has been discussion in the literature [29] that amplitude contributions to allow
direct CP violation in K7 modes may arise from a source other than the Al =0
penguin amplitudes. This source is that of a long-distance final state interaction
Hamiltonian. This interaction is not understood well enough to be reliably calcu-
lated, though in principle could give rise to large direct CP asymmetries that are
unique and independent to each final state. Indeed such an interaction would spoil
the SU(3) amplitude relations used to extract v which implicitly assumed this effect
was small or absent. However, theorists are in disagreement as to the extent of this
effect thus it is important to measure direct CP violating asymmetries in as many

K7 modes as possible.

1.6 Theoretical predictions for the decays B* —
K**79% and B* — p*n°

There have been two recent theoretical predictions for the, as yet unmeasured,
branching fraction B(B* — K**7°) [30] [31]. The first by Beneke and Neubert, de-
rived from QCD factorization, gives B(B* — K**7%) = (3.3 713 t55T08+11) x 107,
where the four errors correspond to (1) uncertainties from the variation of CKM pa-

rameters, (2) variation of renormalization scale, quark masses, decay constants, and
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form factors, (3) uncertainty from expansion of light-cone distribution amplitudes,
and (4) the estimate of power corrections. The value of v assumed is 70°. The
second prediction of Chiang and Gronau relies on assumptions of isospin and SU(3)
flavour symmetry and expects branching fractions between (15.0%5%) x 107¢ and
(22.17232) x 1075, depending on the value of the CKM angle . The only experimen-
tal result for this branching fraction published to date is an upper limit of B(B* —
K**7%) < 31 x 107, where the fit had a central value of (7.1715*41.0) x 107% and
a yield of 2.6 events, using the K=7%7° final state [32]. A measurement of this mode

would hope to resolve the discrepancy of the predictions.

These papers also make predictions for the CP-averaged branching fractions of the

0. They are respectively B(B* — p*n0) =

already measured [17] decay B — p*r
(14.0 18315110408y 5 106 (for v = 70°) and in the range ([10.1 — 11.8]71§) x
10~ depending on the value of v assumed. These are to to be compared with the
experimentally measured value of (12.0 £ 2.0) x 107%, which is the average of the

results obtained by BELLE and BABAR.

Additionally the papers make predictions for the direct CP asymmetries for the

two decay modes. The paper of Beneke and Neubert predicts Acp(B* — K**70)

_ +0.021+0.0504-0.029+0.417 + 1 0\ _ +0.012+0.018-4-0.004+0.175
= 0.0877 /026" 0,043 0.0340.442- and -ACP(B —pT ) = —0.04075:012"0.022-0.004—0.177

The paper of Chiang and Gronau predicts the CP asymmetries in the ranges Agp(B*
K*7% = —0.04700% — 0.01 £ 0.05 and Acp(B* — p*n°) = —0.01 £ 0.06 —
0.16%0:03, depending on the value of v assumed. The experimental measurement for
the direct CP asymmetry in the decay B — p* 7% is 0.1640.13 [17], again averaged
over the BABAR and BELLE results.

A refinement of the B* — p*7° branching fraction and CP asymmetry measurement

would help to constrain the parameter space available to these theoretical models.

1.7 Kinematics of three-body decays

A decay process (@1, ¢a, ...¢0n|H|®;) for a spinless particle can be described fully in

terms of the N four-momenta of the final state. This provides 4N degrees of freedom
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(DOF). However, these four-vectors are each constrained by the N masses of the
final state particles, so N degrees of freedom in the interaction are immediately lost,
leaving 3N. In addition, the components of each final state four-momentum must
sum to those of the parent by energy-momentum conservation so the process loses
four more DOF'. Finally, the physics of the decay cannot depend on the orientation
in phase space thus the freedom to rotate the whole system in the three Euler angles
is not physically significant, leaving a final total of 3N-4-3 degrees of freedom. For
N = 2 only two Euler angles can be defined and there are no remaining DOF. In
the special case of three-body decays, there are thus only two independent variables

and any particular decay can be conveniently described by a single point on a plane.

Recall the relation for the decay width dI' for a three-body decay D — abc with
transition amplitude A is given by

2
ar = Al

2 2
= mdmabdm (149)

ac’

where M is the mass of the parent and m?2, = (p, + p»)?, m2, = (pa + pc)? are

two Mandelstam variables. Motivated by this relation, a popular (though by no
means unique) choice for our two variables are these two Mandelstam variables m?,

2
and m;,,

thereby defining what is commonly called the Dalitz plot after its first

documented use [33]. In the absence of an amplitude which depends on m2, and

2

Maes

the allowed region in the Dalitz plot is uniformly populated. The Dalitz plot
is illustrated graphically in Figure 1.8.

1.8 Resonance kinematics, amplitudes and inter-
ference

A resonance in quantum mechanics is essentially a description of a state whose
lifetime is large compared to the time needed to create it, or alternatively a state
which decays slowly relative to the frequency of oscillation of the wave function

E/h. There are many different types of resonances in nuclear and particle physics
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Figure 1.8: Pictorial representation of a Dalitz plot. The shaded area represents the kinematically
allowed region. Figure is taken from [15].

and it is indeed fortunate that almost all can be described with the same underlying

prescription given by the condition of unitarity®.

The most prolific example of a resonant amplitude is that of the non-relativistic

Breit-Wigner,
—ial’

AB) = (E — Eg) —iL/2’

(1.50)

where |A(E)|*SE is the probability of finding the state with an energy in the range
[E, E + 0E]. Here I is the characteristic width and is related to the lifetime of the
decaying state by I' = /7 and « is a constant that depends on quantum numbers
of the resonance such as its spin. Under relativistic conditions, that is conditions
internal to the resonance that must be described by relativistic quantum mechanics,

this probability density typically takes the form

2 mOF
|A(s)|” = (= m2) + (o) (1.51)

where /s is the center of mass energy, my is the the resonance pole, and I'(m) is

now a function of the resonance invariant mass m = 4/s. Relativistic descriptions of

5See for example [12]
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resonances are in general quite diverse. For the p — 77 a common parameterisation

for the width is given by

P(m) = Tobo (p"M )3 L+ (Bpouo) (1.52)

m \pcmo/) 14 (Rpem)?’

pcu is the momentum of the pion in the p centre of mass frame, and the subscript 0
denotes the same quantities at the resonance pole. R is the semi-classical radius of
the strongly interacting region. The last term 1+ (Rpcaro)?/1 + (Rpewm)? is known

as the Blatt-Weisskopf barrier penetration factor.

If a final state is reachable through two or more amplitudes, quantum mechani-
cal interference may occur. In the case of three-body final states, the underlying
structure of interfering amplitudes can be extracted in principle from an examina-
tion of the Dalitz plane. For instance, consider only two contributing amplitudes
A (mgp, 0g) and Ag(mgp, 0) as functions of the invariant mass of the pair a and
b, and helicity angle 0 = 6,.. We may separate the amplitudes into components
A(mgp, 0r) = M(mgp)P@(0y). If A describes an amplitude proceeding through a res-
onant state, M (myp) is the resonant lineshape form (eg. Breit-Wigner, Flatte etc.),
while ®(f) takes the form of the Legendre polynomial appropriate to the angular

momentum of the resonance. For S, P and D waves, the explicit forms of ®(0y) are

®(0n)s = L (1.53)
(I)(HH)P = COSQH; (154)
®(0g)p = %(300‘52011—1); (1.55)

The orthogonality of the Legendre polynomials ensures the interference term inte-
grates to zero for resonances with differing angular momenta provided the limits of
integration are symmetric. What the interference term does in these cases is shift
the distributions of events but not enhance or reduce the total number of events.
However, if there is an asymmetric detection efficiency over the helicity angle, one
must be considerate of the possibility of interference effects when integrating over

the helicity.
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1.8.1 Quasi two-body analysis

In cases of three-body analyses which expect low signal statistics and large back-
grounds and which may suffer from experimental complications (such as poor reso-
lution and ill-defined efficiency distributions over the Dalitz plane), a full Dalitz-plot
analysis to extract phase and amplitude information of differing decay modes can

be at or beyond the limit of experimental feasibility.

In such instances one may still attempt to make measurements of physically interest-
ing quantites for various resonances in the phase space by adopting what is known
as a ‘quasi two-body’ approach. This essentially involves selecting events within a
narrow band around the invariant mass of the resonance, giving consideration to
the possibility of interfering amplitudes in the systematic uncertainties on any mea-
surements. This is the strategy adopted in this thesis for both the B — p*7° and

B* — K**70 analyses.
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Chapter 2

The PEP-II Storage Rings and the
BABAR Detector

2.1 Introduction

The PEP-IT B factory and BABAR experiment constitute a sensitive laboratory for
the precise measurement of the CKM unitarity matrix. The facility is designed
principally to scrutinize the decays of neutral B mesons to CP eigenstates and make
measurements of any manifest time-dependent CP asymmetries. Three essential

ingredients of the B factory concept for this purpose are

e High statistics. CP violation may be large in the B sector, but interesting
CP violating decays have branching fractions of 10™* — 1075 or less. To see
statistically significant CP violating effects, hundreds of millions of B decays
are required. This is achieved by the exceptional luminosity delivered by PEP-
IT.

e High signal to background ratio. This is provided by the clean e*e™ interaction

environment.

e Observable B time-evolution. CP violation can be revealed through a differ-

ence in decay rates ['(B — f) — I'(B — f), where the bar denotes the CP
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conjugate state. Reconstructing the final state alone is not enough, as when
f is an eigenstate of CP one cannot tell from which B it came. One must
have some knowledge of the probable flavour of B meson that produced the
final state observed. One solution to this problem, which is adopted by both
BABARand BELLE, is to produce pairs of bb mesons in a coherent state, and
tag the flavour of the ‘other’ B by observing its decay. This effectively acts
as starting a stopwatch for one knows the flavour of the B at the moment the
tagged B decays'. However, the B® (and B*) lifetime is ~ 1.5 x 107125 [15],
a period too short to measure directly and thereby differentiate in time one
B meson decay from its partner’s. The solution adopted by the BABAR and
BELLE experiments is not to differentiate between the decays in time, but
rather in space by giving a relativistic boost to the BB centre of mass frame
(CM) with the use of asymmetric beams, and interpreting the difference in

lifetimes from the distance between two decay vertices.

What follows is a brief description of the PEP-II rings and BABAR detector.

2.2 The PEP-II Storage Rings

PEP-II consists of two storage rings, the High Energy Ring (HER), sustaining a
beam of 9.0 GeV electrons, and the Low Energy Ring (LER), with a beam of 3.1 GeV
positrons. The two rings are injected with electrons and positrons produced with the
Stanford Linear Accelerator Center (SLAC) and extracted using a dedicated bypass
line. When brought to collision these beams produce a CM energy of 10.58 GeV
which corresponds to the location of the maximum of the 7°(4S5) resonance, the lowest
lying bb bound state that can freely decay to two B mesons. In addition, B mesons
produced in this way are created coherently, an important part of the strategy for
measuring CP violation at BABAR. The 7°(45) resonance is excited in e*e™ collisions

at this CM energy in approximately 10% of all annihilation collisions [20], and it

LOf course the tagged B need not decay first, but in this case the principle still holds only with
the stopwatch time running backwards.




2.2 The PEP-II Storage Rings 44

Parameters Design | Typical | Best [34]
Energy HER/LER (GeV) | 9.0/3.1| 9.0/3.1 | 9.0/3.1
Current HER (A) 0.75 1.33 1.55
Current LER (A) 2.15 2.08 2.45
# bunches 1658 1500 1588
Luminosity (103 cm™2s71) 3 7.3 9.2
Luminosity (pb/day) 135 627 710.5

Table 2.1: Performance summary of the PEP-II machine.

subsequently decays to BB with a frequency greater than 96% [15]. The intentional
asymmetry of the beam energies produces a CM frame boost of 5y = 0.56, allowing
the B mesons to traverse an average distance of 0.25 mm, far enough to discern
time-dependent CP asymmetries on a statistical basis. To characterise processes
from light quark and leptonic continuum production, PEP-IT is run at a CM energy

40 MeV below the BB threshold for 12% of the time.

2.2.1 Beam parameters

The HER and LER beam energies are calculated from the applied magnetic bend-
ing field strength and the average deviations of the accelerating frequencies from
their central values. These values are sampled every 5 seconds and corrected for
a systematic bias in order to give the BABAR measured CM energy. Table 2.1
summarises some of the PEP-II design parameters and their typical values during

present running.

As can be seen, PEP-II has surpassed its design goals both in terms of instantaneous
and daily integrated luminosity. In addition, the PEP-II machine control group have

been setting new records nearly every month during operational periods.

2.2.2 Interaction region

The two beams are brought to collision at a single point on the PEP-II rings desig-

nated Interaction Region 2 (IR2), where the BABAR detector sits. The LER beam
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is brought down into the plane of the HER and aligned to interact using a pair of
dipole magnets (B1) each offset by 21cm from the IP, well within the BABAR detec-
tor. Also within the BABAR detector are two quadrupole magnets (Q1) used for final
focus of the LER beam. Both B1 and Q1 are subject to BABAR’s 1.5 T solenoidal
magnetic field, and are made from samarium-cobalt. The proximity to the detector
of these magnets is necessary to avoid secondary collisions of the bunches away from
the IP, which would otherwise occur about 60 ¢m further downstream; however the
presence of the magnets is the limiting factor to the BABAR acceptance angle. Q4
and Q5, used for HER beam focusing and situated outside the BABAR detector, are
iron septum electro-magnets. The vacuum chamber of the IR is a 25 mm radius
water-cooled beryllium pipe, evacuated to a pressure of ~ 1 ntorr. The magnets
around the IP are shown schematically in Figure 2.1. The IR, beam pipe, magnets

and some detector elements are enclosed by a 4.5m long support pipe.

2.3 The BABAR detector

The BABAR detector [35] (Figure 2.2) is engineered to study the interesting physics
presented by PEP-II. It is composed of 5 nested subsystems, in order from innermost
outwards: the Silicon Vertex Tracker (SVT), the Drift Chamber (DCH), the Detector
of Internally Reflected Cherenkov light (DIRC), the Electromagnetic Calorimeter
(EMC) and the Instrumented Flux Return (IFR). The first four subsytems are
immersed in a coaxial 1.5 T superconducting solenoidal magnetic field, which is
used to identify the charge of tracks while the IFR provides the field return path.
These subsystems, together with the trigger system are described further in the

following sections.

The right handed Cartesian coordinate system of BABAR is defined such that z is in
the direction roughly colinear with the HER (the alignment is actually with respect
to the DCH), z points radially outwards from the center of the PEP-II rings and y

points vertically upwards.
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PEP-II Interaction Region
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Figure 2.1: A schematic of the PEP-II elements at the BABAR IP.
2.4 Silicon Vertex Tracker (SVT)

The SVT, as the innermost subdetector of BABAR, provides high precision charged

particle tracking, weak decay vertexing and determination of the IP.

Extrapolation of accurate track information from the SVT to the other subsystems
is important for the refinement of their respective resolutions and for alignment.
In particular the DIRC resolution is sensitive to the error on the track angle as
determined from the DCH and SVT. It is therefore a requirement that the combined
SVT and DCH track errors are small compared to the error on the DIRC Cherenkov

angle.

The SVT is also solely responsible for providing tracking and dE/dz information
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Figure 2.2: Cross sectional projections of the BABAR detector.

for particles with transverse momenta less than 100 MeV/c since they do not reach

the DCH.
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2.4.1 Design

The design requirements are primarily motivated by the need to measure accurately
the decay vertices of neutral B mesons to interpret the proper time between decays
for the analysis of time-dependent CP asymmetries. The high boost of the CM
provides a mean B meson flight length of ~ 250 um in the laboratory and as the
B mesons share the same lifetime, this is also the mean separation of the decay
vertices. It is required that the error on the vertex separation be better than half
this, thus the requirement on the z position resolution for a fully reconstructed B
decay is to be < 80 pum. The resolution in the x — y plane is required to be ~

100 pm. Figure 2.3 shows the dimensions and structural layout of the SVT and its

Bkwd. ¥ ' TP
support v 48 . o
cone = >
520 mrad N = E S o = 350 mrad
e S 2 ik Fwd. support
/ \%\\ JLL = — == cone i
e .~ Fontend et
electronics
» wﬁ
Beam Pipe

Figure 2.3: Schematic of SVT.

location with respect to the IP. The SVT is built from five layers of 300 um thick
double-sided silicon microstrip detectors, with opposing sides of strips orientated
orthogonally to independently measure z and ¢. The first three layers have six
modules each, the fourth sixteen and the fifth outer layer has eighteen modules. The
radial arrangement of the modules to ensure full azimuthal coverage is illustrated
in Figure 2.4. Each layer is separated into a forward and backward half module for
instrumentation. The assembly is supported on a Kevlar cylindrical frame. The 340
detectors are read out using 150,000 electronics channels. In total the SVT contains
0.96 m? of active silicon and covers 90% of the solid angle in the CM frame. Raw
signals are passed through a charge-sensitive preamplifier, followed by a shaping

amplifier. The strength of the signal (which is proportional to the energy loss of the
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Figure 2.4: Projection along z of the SVT silicon layer arrangement.

Beam Pipe 27.8mm radius

X

Layer 1 | Layer2 | Layer 3 | Layer 4 | Layer 5
Radius(mm) 32 40 54 124 142
Detectors/Layer 24 24 36 112 144
Readout Pitch (pm)
0] 50 95 55 80-100 | 80-100
z 100 100 100 210 210
Intrinsic Resolution (pm)
(0] 10 10 10 10-12 10-12
z 12 12 12 25 25

Table 2.2: Performance summary of the SVT.

ionising particle) along a readout strip is compared to a threshold, and the time for
which it is over this threshold (TOT) is logarithmically related to the size of the

induced charge. It is this TOT information that is read out from the detector.

2.4.2 Performance and calibration

A summary of the SVT performance is given in Table 2.2, while the SVT hit reso-

lutions as a function of z and ¢ are shown in Figure 2.5.

The efficiency of the SVT, defined as the number of associated hits to the number
of tracks crossing each module, is 97%. Figure 2.5 depicts the SVT resolutions in

the z and ¢ directions for each layer.
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Figure 2.5: SVT hit resolutions vs z and ¢.

Internal alignment of the SVT sensors is rather involved and is only usually per-
formed after likely mechanical shifts, such as detector access. Cosmic rays and
di-muon events are the most common tracks used for this purpose. Global align-
ment is performed at least once per day using track-matching algorithms between
the SVT and DCH. The front end electronics are calibrated by injecting known
amounts of charge into the preamplifiers and varying the TOT thresholds.

2.5 Drift Chamber (DCH)

The DCH is designed to efficiently detect and measure the momenta and track loci of
charged particles with p > 100 MeV/c. The DCH complements the measurements of
the impact parameters and directions of charged tracks seen by the SV'T and provides
extrapolation of tracks to the outer sub-detectors. It is used extensively for particle
identification (PID) through measurements of dE/dz, particularly for tracks with
momentum below 700 MeV/c where the DIRC is not effective. Information from the

DCH is also a major input to the level 1 trigger described in Section 2.9.

The spatial resolution is required to be o(Rf) < 140 ym, with a dE/dz error of 7%j;

the resolution requirement on p; for a 1 GeV/c particle is oy, /p; =~ 0.3%.
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2.5.1 Design

The DCH is 2.8 m long gas filled cylinder with an inner radius of 23.6 cm and an
outer radius of 80.9 cm. Field and sense wires are strung longitudinally between
two endplates to form forty layers of hexagonal cells. A schematic of the chamber
is shown in Figure 2.6. 7104 hexagonal cells are arranged in ten superlayers each
consisting of four layers of cells. The superlayers are arranged in alternating layers
of axial (A) and stereo (U,V) configurations. Axial wires lie parallel to the z axis,
the stereo wires are at a slight angle (40— 70mrad) to z and allow determination of

the longitudinal position. The layer arrangement is shown in Figure 2.7. The gas

—a 324 =——1015 e 1749 re——~068

: 469
B> il 17.19
— | 26 |

1618

Figure 2.6: Schematic of DCH. All dimensions are in mm.

composition is helium-isobutane in the ratio 4:1. The sense wires are gold-plated
tungsten-rhenium while the field wires are gold-plated aluminium and raised to an
operating voltage of 1930 V. A typical minimal ionising particle will ionise ~ 5 - 10

electrons/cell; the avalanche gain can be up to 5 x 10%,

Minimising multiple scattering is obviously a prime concern of any tracking detector
and is particularly important in BABAR for reducing the resolution degradation of
the DIRC and EMC which lie outside it. To this end, the DCH is built of light

materials while the gas mixture is helium based (the isobutane is added to absorb
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Figure 2.7: Arrangement of DCH superlayers.

photons and curtail the spread of secondary ionisation); the electronics are mounted

at the rear to minimise the material in the forward region.

Measurements of the drift time from ionisation yield z — y positional information
about the track while the time-integrated charge deposited on each wire, being
proportional to the energy loss, is used to estimate dE/dz. Shaped analogue signals
from the amplifier ICs are digitised using a 6-bit 15MHz Flash ADC for dFE/dz,
whilst the drift time from ionisation is measured with a precision of 1ns using a

4-bit TDC.

Charged tracks are defined by five parameters (dy, 2o, o, w, tan A), evaluated at the
point of closest approach (POCA) to the z axis. The parameters dy and z, are
the distances of closest approach in the radial and z directions, ¢, is the azimuthal
angle of the track, w = 1/pr is the curvature and A is the dip angle relative to the

transverse plane.
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2.5.2 Performance and calibration

The resolution on track transverse momentum is well described by the relation

‘;ﬂ = (0.13 £ 0.01%).pr + (0.45 £ 0.03)% (2.1)
T

as can be seen in Figure 2.8
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Figure 2.8: Transverse momentum resolution of tracks in the DCH. The overlaid fitted line is
described by Eq.(2.1).

Figure 2.9 shows the drift chamber performance for dE/dzx as a function of momen-
tum. The K — 7 overlap is visible at around 1GeV/c. The efficiency as a function
of polar angle and momentum is shown in Figure 2.10. Here two operating voltages
are used for comparison, 1900 and 1960 V; currently the DCH runs at 1930V which

is a compromise between detector lifetime concerns and performance.

2.6 Detector of Internally Reflecting Cherenkov
Light (DIRC)

The DIRC is the primary detector for particle identification for tracks above ~
1 GeV/c since the DCH cannot distinguish kaons and pions at and above these
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Figure 2.9: dE/dz as a function of momentum as mesured in the DCH. Overlaid are the Bethe-
Bloch functions expected for various particle species.

momenta. Specifically the DIRC is charged with providing 40 K —7 separation over
the range 0.7 - 4.2 GeV/c. PID is performed by measuring the angle of Cherenkov
radiation produced in the DIRC’s dielectric medium of refractive index n. The
velocity of the particle, obtained using the relation

1
~ ncos(6,)’ (22)

along with the momentum measurement from the track curvature, gives the mass

of the particle.

2.6.1 Design

The minimisation of material in front of the calorimeter, along with compactness
to keep the size and cost of the calorimeter small, are obviously critical design
constraints. The solution is an assembly of 144 bars of synthetic quartz arranged
symmetrically in a twelve-sided barrel. The bars are 4.9 m in length each and are
made from four pieces attached end-to-end with adhesive. The radial thickness of

the DIRC including supports is about 8 cm, representing only 17% of a radiation
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Figure 2.10: DCH efficiency as a function of polar angle and p;. Two operating voltages are used
for comparison. The DCH is currently run at 1930V.

length. Quartz is chosen for the high quality optical finishing of its transmission
surfaces, its long attenuation length, low chromatic dispersion and its radiation
hardness, amongst other things. The refractive index is 1.473, giving a critical angle
of 42.7° and a maximum Cherenkov angle of 47.2°. The design is such that the
Cherenkov angle 6. is preserved by internal reflection in the DIRC.

Cherenkov radiation from charged particles is produced and propagated by internal
reflection along the quartz bars and transmitted into a large container of 6000 litres
of pure, de-ionised water called the stand-off-box (SOB), which is mounted at the
rear of the detector. Water is chosen as it has a similar refractive index (1.43) to
quartz, thereby lowering the refraction at the quartz termination. Mounted on the
back of the SOB is an array of 10,752 photomultipler tubes (PMTs) each 29 mm
in diameter. The DIRC design is unique, and the principle is illustrated in Figure
2.11. The pattern the PMTs actually see are a conic section with an opening angle

of the quartz/water refracted 6. Specifically the DIRC measures three quantities:
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Figure 2.11: Tllustration of the DIRC principle.

the propagation time information of the Cherenkov photons, the angle where the
pattern appears (and hence the x — y coordinate of the track at the DIRC) and
the Cherenkov angle itself. Figure 2.12 taken from a di-muon event shows typical
PMT patterns and highlights the importance of accurate timing information. The
z coordinate of the track entry point in the DIRC and the track angle are used to
predict accurately the arrival time of the Cherenkov photons in the PMTs. Hence
good track parameter measurements from the DCH and SVT are essential for a

narrow timing cut.

2.6.2 Performance and calibration

The single photon angular resolution is 10.2 mrad or 0.57°, the time resolution is
1.7 ns and the Cherenkov angle resolution is 2.5 mrad. The K — 7 separation as
a function of momentum is shown in Figure 2.13; the efficiencies as a function of

momentum for identifying kaons and rejecting pions are shown in Figure 2.14.

The DIRC PMT efficiencies and timing response are calibrated using precise 1ns
flashes from blue LEDs in the SOB. The calibration is performed daily as part of
the global calibration.
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Figure 2.12: These two plots display a di-muon event with two different time cuts. In the

left-hand plot, all DIRC PMTs with signals within the £300ns trigger window are shown. In the

right-hand plot, only those PMTs with signals within 8ns of the expected Cherenkov photon arrival
time are displayed.

2.7 Electromagnetic Calorimeter (EMC)

The EMC is the most immodest of the BABAR subsystems; it was the most costly to
manufacture, it draws more power for its front end electronics than any other system,
makes the biggest demands on the cooling infrastructure and has the largest array

of off-detector read-out modules.

It is responsible for the measurement of electromagnetic shower energies ranging
from 20 MeV to 9GeV. The lower bound is set by the requirement to reconstruct
7% and 7 mesons; the upper bound is determined by Bhabhas and is equal to the
energy of the HER. The system can tolerate energy depositions up to 13 GeV to
allow possible future running at the 7°(5S5). The EMC also plays a role in particle
identification (particularly electrons) from measurements of the ratio of E/p for

charged tracks.

2.7.1 Design

The EMC is assembled as two separate structures, namely the endcap and the barrel.

The barrel is further divided into forward and backward regions for instrumentation
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Figure 2.13: Kaon-pion separation in the DIRC as a function of momentum.
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Figure 2.14: Kaon efficiency (top) and pion rejection (bottom) as a function of momentum.

purposes. Together these sections comprise 6580 caesium iodide (doped with thal-
ium) crystals housed in carbon fibre support structures mounted on an aluminium
strongback; the entire ensemble is more than 2 metres in diameter, 3 metres in length
and weighs over 25 metric tonnes. The endcap is made of 820 crystals arranged in
8 concentric rings; the barrel consists of 5760 crystals divided into 48 rings of 120
crystals each. The geometrical arrangement of these crytals provides the EMC with
a hermeticity in the 7°(4S) frame of 90%. Figure 2.15 shows a schematic of the EMC

and a cut-away of the crystal assembly is illustrated in Figure 2.16.

Ceasium iodide with a thalium doping concentration of 0.1% is chosen as the detector
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Figure 2.15: Cross section of EMC.

material because of its excellent light yield of 50,000 photons/ MeV and small Moliére
radius of 3.8cm. The crystals are on average ~ 17 radiation lengths deep, the
nominal radiation length (Xj) for Csl being 1.85cm. The barrel and outer 5 rings
of the endcap have 0.3-0.6.X, of material between them and the IP. The inner three
rings of the endcap lie in the shadow of the SVT support structure and may see up

to 3.0X, of matter in front of them.

Attached to the back of each crystal are two solid state photodiodes sensitive to the
scintillation radiation wavelength of the crystals which peaks near 560 nm. These
devices are well suited to the high magnetic field environment and the use of two
in parallel reduces noise in addition to offering redundancy. Analogue signals from
the diodes undergo preamplification on-crystal before being transmitted via shielded

flat-ribbon cables to the front end electronics (FEE) for processing.

The resolution as a function of energy for a crystal scintillation-based electromag-

netic calorimeter can be described by the function

OR 01

- 2t 2.3
E 5" (2:3)
where E is measured in GeV and @& means to add in quadrature. The term oy is

due to stochastic fluctuations in shower development, photon/electron statistics and

electronics noise and is dominant at low energies; the constant o, term dominates
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Figure 2.16: Cut-away of EMC crystal layout.

at higher energies (> 2GeV) and originates largely from inhomogeneities in crystal
manufacture, radiation damage to the crystals, shower leakage and preshowering

from obstructing inert material.

The EMC angular resolution (both polar and azimuthal) is governed by the crystal

face size and the distance from the interaction point. It takes the functional form

09:U¢:L+b (2.4)

S

where a and b are constants.

2.7.2 Performance and calibration

The low energy empirical resolution found from the radioactive-source calibration is

%E = (5.0 £ 0.8)% @6.13 MeV (2:5)

At high energies, the resolution function is determined from Bhabha scattering where

the energy of the e* in a given polar angle can be calculated very accurately. It is
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found to be

OF

z (1.90 £ 0.07)% @ 7.5 GeV (2.6)
Figure 2.17(a) shows the measured energy resolution for the EMC derived from
different physics processes as a function of photon energy. A fit to the resolution

function , Eq.(2.3), below 2 GeV from these processes gives

2.32+0.
op _ 232£007%) & (4 g5 4 0.12)%. (2.7)
E Ei

The angular resolution, derived from studies of 7% and 7 decays with approximately
equal photon energies, is found empirically to be

((3.87 +0.07)
Og =0p = | ——F7——

= + (0.00 + 0.04)) mrad (2.8)
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Figure 2.17: The energy resolution (a) and the angular resolution (b) of the EMC as a function of
energy. In the first figure, the solid curve represents a fit to the functional form given by Eq.(2.3).
In the second figure, the functional form fitted is given by Eq.(2.4).

The electronics are calibrated by injection of a known (variable) charge into the
preamplifiers. The crystal light yield is determined using a 6.13 MeV radioactive y
source which is derived from irradiating FLOURINERT (PCTFE) with a neutron
generator. The irradiated FLOURINERT is circulated at a rate of 125 litres/s

through closed plumbing which passes in front of the crystal faces, providing photons
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at a rate of around 40 Hz at the crystal face. Variations in crystal to crystal light
yields can be up to a factor of two. The 6.13 MeV photon also fixes the low-end
energy spectrum. Bhabha processes are used to fix the upper end of the energy
spectrum and these two points are used to extrapolate the crystal response over the

dynamic range.

In five years of operation only two crystals have been permanently lost due to de-

fective instrumentation.

2.8 Instrumented Flux Return (IFR)

The TFR is designed to return the flux from the superconducting magnet, to provide
structural support for the BABAR detector and act as the principal detector for
identifying muons; it also serves as a neutral hadron detector especially for the K?°.
Muons are of importance for sin23 channels such as B® — J/i) Kx, both through
JiYp — ptp~ and tagging of the other B through semi-leptonic processes. They are
also critical for several other physics analyses such as 7 physics, so efficient detection

of these particles is essential to the physics at BABAR.

2.8.1 Design

The IFR is assembled as a hexagonal shaped steel support structure, with forward
and backward endcaps and barrel section as illustrated in Figure 2.18. The barrel is
segmented into nineteen layers of single gap resistive plate chambers (RPCs), sepa-
rated by iron plates ranging from 20mm at the innermost to 100mm at the outermost
in thickness. The endcap has eighteen layers of RPCs each of which is orientated
orthogonal to the beam line. The RPCs are composed of 2mm thick Bakelite sheets
separated by a gaseous gap of 2mm. This gap is enclosed using PVC spacers and is
filled with an Argon/Freon/Isobutane gas mixture. This is all held between graphite
electrodes kept at a potential difference of 8kV. When an ionising particle passes

through the RPC, its ionisation trail creates a conducting path allowing a discharge
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of about 100pC. Outside the graphite layer and insulated from it with mylar are
aluminium strips which pick up the discharge through capacitative coupling, giving
a signal of around 300mV per spark. The response time is short, typically of the
order 1ns or so. Opposite sided strips are arranged orthogonally giving a pitch of
about 4cm in z and between 2-3cm in r¢ for the barrel, and between 3-4cm in z and
y for the endcap. Signals from individual IFR strips are shaped and compared to a
threshold before being grouped together to form clusters. There are also two cylin-
drically arranged layers of RPCs between the outside of the EMC and the magnet,
helping to link tracks to IFR clusters. Information from the IFR is used in the level

1 trigger, described in the next section.

Barrel
342 RPC
Modules

432 RPC
Modules
End Doors

4-2001
8583A3

Figure 2.18: Illustration of IFR assembly. All dimensions are in mm.

2.8.2 Performance

The IFR efficiency is ascertained from normal collision data and cosmic rays and is
measured weekly. The efficiency is calculated by first projecting DCH tracks through
to the IFR; IFR clusters (defined as groups of adjacent hits in one of the two readout
coordinates) which lie 12cm from the extrapolated track are used to form 3D clusters.
A straight line fit is then performed to the resulting group of clusters and an RPC

is considered efficient if it records a hit less than 10cm from the best fit line. At the
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start of running 75% of all active RPCs had a muon detection efficiency of above
90%. Figure 2.19 shows the muon efficiency and pion misidentification rates during

Run 1.
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Figure 2.19: The muon efficiency and pion misidentification rates of the IFR as a function of
polar angle (a) and momentum (b).

Unfortunately since the commision of the IFR, a large number of RPCs have devel-
oped problems such as large dark currents, low efficiency, and high single hit rates.
The low efficiency is largely attributed to change in the Bakelite bulk resistivity, ei-
ther due to overheating, running too large a charge through its volume or over-oiling
of the Bakelite surfaces. Average RPC efficiencies are around 50% and current muon
ID performance is already inadequate for many applications. Consequently, signifi-
cant upgrades to the IFR with the replacement of the RPCs with limited streamer
tubes (LSTs) were started in the 2004 shutdown period and are planned to continue
during the 2005 and 2006 shutdowns.

2.9 Trigger

The purpose of the trigger system is the selection of events of interest with high ef-
ficiency. Interesting events are not just those for physics analyses, and often include
what would be called ‘background’. For instance Bhabha events, machine back-

grounds and cosmic events all have trigger lines associated with them and are used
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for luminosity calculations, calibrations, diagnostics and characteristion of running
conditions. The BABAR trigger is currently split into two stages, a hardware level 1
(L1) trigger, and a software level 3 (L3) trigger. A level 2 trigger is not currently
in existence but the possibility for its future conception remains should L1 accepted

event rates become too high to be handled efficiently by L3.

2.9.1 L1 trigger

The L1 trigger is the first stage in the event-rate reduction and is used to preselect

events before passing them to L3 via a fast control and timing system.

The L1 is currently limited to around 3.5kHz, with upgrades that might push it up to
a limit of 5kHz, beyond which readout rates are limited by things such as calorimeter
feature extraction (FEX) [36]. Typically the L1 event rate output is around 2.0-
2.5kHz. Tt is composed of the drift chamber trigger (DCT), the electromagnetic
trigger (EMT), the IFR cosmic trigger (IFT) and the global tigger (GLT). The IFT
is primarily used to veto cosmic ray events. The DCT and EMT construct basic
objects such as track segments and EMC cluster energies which are then passed
to the GLT. The GLT assembles these objects and evaluates the event based on 24
separate trigger lines. Certain combinations of these trigger lines will produce an L1
accept, whereby the whole detector is feature extracted and read out to the L3 farm
for event reconstruction. The total trigger latency is fixed at 12 us. The EMT and
DCT are designed to be independently 99% efficient for BB events (such that the
probability an event is not selected by either trigger is ~ 107*) ; the orthogonality
of the two triggers also allows accurate diagnosis of their respective performances.
Monte Carlo simulations indicate that the L1 trigger is 100% efficient for passing B

events which fall inside the fiducial volume of the detector [35].

2.9.2 L3 trigger

The L3 trigger has as its input the output of the L1 and has access to the entire

event. It runs on a dedicated 30 node batch processing farm. The L3 does not
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actually perform full event reconstruction, but calculates to a higher accuracy than
L1 important event parameters such as track vertices, track-cluster matching, impact
parameters and event topologies. Each event takes on average 8.5ms to process.
The L3 can also prescale trigger lines for event types of high luminosity, such as
Bhabha events. L3 accepted events are currently being written to disk at a rate
of about 300Hz, reducing the L1 rate by a factor of 10 or so. The L3 rate is
principally constrained by the rate at which data can be shipped and stored. Full

event reconstruction is performed offline.
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Chapter 3

Event selection and continuum
background fighting

3.1 Introduction

The remaining three chapters are devoted to describing in detail the analyses of the
decays B* — p*n® and B*¥ — K**7°%. Since both final states are very similar,
the two analyses are performed in much the same manner and as a result they are
treated here in a descriptively parallel fashion. Where the analyses do sometimes

take separate paths the reasons for divergence are made explicit.

This chapter begins with a description of the data and Monte Carlo (MC) samples
used in this analysis before detailing the information available about the B decays at
BABAR that is used in the identification of the signal modes and for the suppression
of background. Track, 7° and B candidate reconstruction is described along with an
overview of any corrections that must be applied to the MC to bring it in line with
the data. This is followed by a description of the dominant source of background to
this analysis, that of the light-quark continuum, and the efforts taken to mitigate
its effect with the employment of a multivariate discriminator. The chapter then
concludes with a summary of the final event selection and the efficiency tables for

the selection.
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3.2 Data and Monte Carlo samples

The data used in this analysis represents the full ‘good-runs’ data set collected since
BABAR started in October 1999 until the end of the last run in July 2004. This

complete Run 1-4 data set consists of:

e 210.6 fb™! on-resonance and

e 21.6 fb ! off-resonance data.

This analysis is also heavily reliant on large Monte Carlo (MC) samples which sim-
ulate the signal and background events with full detector response. The physics
simulation is handled by two event generators, EvtGen [37] and JetSet 7.4 [38|.
The former is used to simulate B decays to exclusive final states, the latter to model
generic continuum and inclusive B decays. The detector response is fully simulated
with Geant4 [39], which not only models the physical make-up of the BABAR detec-
tor but also replicates the BABAR historical running conditions. The MC data sets

used in this analysis include:

256 million ( 230fb ') generic B¥B~ and 254 million ( 230fb ') generic B°B°

events 1.

240 million event continuuum sample including lighter quark and 7 production
(ete™ — wu/dd/ss/ce/TH77) events in the correct proportions, equivalent to

140 fb 1.

565k non-resonant B* — 7E7%° and 700k non-resonant B* — K*x070

events.

1.4 million resonant B* — p*7% and 1.2 million resonant B* — K**70

(K** — K*7°) events.

1Gignal events and charmless B-related backgrounds are removed ‘by hand’. Every charmless
background mode removed from the generic B samples was studied individually.
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e More than 30 other individual charmless B decay modes with sample sizes

ranging typically between 100k to 1 million events depending on the mode.

Sometimes it is necessary to correct the simulation when it poorly models the real

data. These corrections are discussed below where appropriate.

3.3 Event selection

The information used in this analysis for the selection of signal-like events comes
generally in the form of kinematic, topological and probabilistic-based variables that

are broadly used in this analysis in three possible ways:

i For discrete selection or ‘cutting’. An event or reconstructed signal-candidate
can be rejected if a variable takes a value above or below some required thresh-
old.

ii As an input to a multivariate discriminator. Rather than cut on a variable, it
can be used in conjunction with others to map a multidimensional space. A
discrimination surface is then formed in this manifold which is used to identify

events in different classes.

iii As an input to a maximum likelihood fit. In this case the event is weighted
on its likelihood for belonging to a particular class based on the value it takes

for the variable.

What follows is a description of the variables used and the justification for their

inclusion in the selection process.

3.3.1 B meson kinematics at BABAR

In the CM frame the energy of each B meson is, to a very good approximation,

equal to the energy of one of the beams E} The accuracy of the beam energy

eam*
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measurement determined by PEP-II is superior to the resolution on the mass of B
candidates as determined from the reconstruction of the final state. This feature is
exploited at BABAR with the construction of two variables, the “energy difference”
AFE and the “beam-energy substituted mass” mgg. These are defined respectively

as

AE =FEy — E,, and mgs = /E2 —p}, (3.1)

where E% and pj are the reconstructed CM energy and momentum of the B candi-
date. These variables are both Lorentz invariant and are in most cases uncorrelated
when the B candidate is properly and completely reconstructed. For a general final
state which is fully reconstructed, the distributions of AE and mgg are approx-
imately Gaussian centred on 0GeV and mp = 5.279 GeV/c? respectively, though
they often tend to have tails on the low side due to detector resolution effects. The
resolution in mgg is dominated by the beam-energy resolution and is almost an order
of magnitude smaller than the resolution obtained by reconstructing the invariant
mass from the detector information alone. It is also relatively insensitive to the
nature of the final state of the B decay, in contrast to AF which is dominated by
the detector resolution and is very much final state dependent. In this analysis, due
to the final state having two 7° mesons, the AE distribution is particularly broad
and has a pronounced tail. This is a consequence of reconstructing photons in the
calorimeter which can tend to underestimate the true energy of the particle due to
the effects of shower leakage, light yield leakage and preshowering from material in

front of the EMC.

AF also has a dependence on the mass hypotheses of the particles involved in the
final state, and therefore has a different value for a given B candidate depending on
whether one assumes the charged particle associated with the track is a kaon or a
pion. The distribution of MC events in the (AE,mgg) plane for true B* — p*n°
signal events are shown in Figure 3.1, for each mass hypothesis. Notice that the
assumption of the kaon mass hypothesis for the pion in effect adds more energy to
the event thereby shifting the distribution to higher values of AE. For the B* —

pn® analysis, all tracks are assumed to be pions whereas for the B*¥ — K**70




3.3 Event selection 71

analysis they are assigned a kaon mass. This naturally ensures the respective signal

distributions are centred properly. AE is a powerful tool for discriminating against
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Figure 3.1: Distribution of MC events in the (AE,mgs) plane for correctly reconstructed B* —
pEn0 signal events. The left hand plot shows the distibution assuming the (correct) pion hypothesis
for the track, the right shows how the distribution changes when the kaon mass is assumed.

B-related backgrounds. For example the decays B* — 7t7? and B® — p*pT
both share final states which are similar to the final state for B* — p*7°. In the
former case one would typically include a soft 7° from the rest-of-event (ROE) to
reconstruct the B, in the latter the B is misreconstructed by leaving out a slow track
from the final state. In each case the reconstruction will display distributions which
are peaked around the B mass in mgg (as for signal), but they will be displaced

+.0

to higher (lower) values in AE depending on whether one reconstructs B* — 7

(B° — p*pT). This is illustrated in Figure 3.2.

For continuum, the distributions in AF and mgs do not peak. The continuum
distribution is relatively flat in AFE, though in mgg it tends to rise slowly before

falling sharply at the kinematic limit of 5.29 GeV/c2.

In this analysis the AE and mpgg variables are used extensively, both to preselect

events and as inputs to the maximum likelihood fit.
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Figure 3.2: Distribution of MC events in the (AE,mpgs) plane for B — p*p¥ (left) and B* —
7t70 (right) events reconstructed as B* — pt70.

3.3.2 Event topology of B decays

B mesons produced as pairs in the decays of the 7°(4S) have small values of momen-
tum in the CM frame, typically around ~ 340 MeV/c. This, along with the fact that
there is no particular preferred direction for the decays gives B events a spherical
or isotropic topology. This is in contrast to events of light quark continuum produc-
tion (ete” — ¢g). The primary quarks are produced with large momenta and the
resulting hadronisation process produces two highly directional back-to-back jets. A
variety of variables which take advantage of this topology are used in this analysis

to reduce the continuum background and are described below.
Sphericity

The sphericity axis of a system of particles is determined by the principal eigenvector

of the sphericity tensor [40], defined as

anb
o _ Zartrl 32
Zi b;
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where «, 5 = 1,2, 3 correspond to the z,y, z components respectively. The spheric-
ity, S, is defined as
3

where Ay and A3 are the secondary and tertiary eigenvalues of the sphericity tensor
respectively. For an isotropic event, all three eigenvalues should be equal to 1/3,

giving S=1 [20].

By taking the scalar product of the sphericity axis of the rest of event with the
sphericity axis of the B, one is able to form the variable cos ngh, with ngh being
the angle between the two axes. For signal events the sphericity axis of the signal B
should be uncorrelated with that of the ROE, which is essentially the decay of the
other B. For continuum events, the two-jet-like nature ensures any B candidates
formed will tend to have a sphericity axis highly correlated with that from the ROE.
This is due to the decay products all being part of the same fragmentation process
and all tending to have momentum along a common axis. Consequently, continuum
events tend to have values of | cos 8§, | close to one since the two axes tend to be more
parallel, whereas true signal events are more uniform in cos#g,,. The distributions
of |cos0g,,| for signal B* — K**7° and continuum MC are shown in Figure 3.3

(the distribution for signal B* — p*70 events is nearly identical to B* — K**70).

The use of the sphericity values and axis direction as input variables in a multivariate

discriminant is investigated and detailed in Section 3.5.

Thrust

The thrust axis, T, of a system of particles is defined as the direction which max-
imises the sum of the longitudinal momenta. The thrust is related to this direction

by
|T.p;
St
Zz‘p’t‘

The allowed range of T is [0.5,1], where T' = 1 corresponds to a jet-like event, and

(3.4)

T = 0.5 corresponds to an isotropic event. As in the case for sphericity, the thrust
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Figure 3.3: Distribution of | cos8§,,| for signal B* — K**7° MC events (blue) and continuum
MC (red). The fall-off at |cos#§,,| ~ 0.8 for the signal distribution is due to a cut made in
|cos6B, . .| at the preselection level.

axis of the ROE for a true bb event should be uncorrelated with the thrust axis of

B

the signal B. The cosine of the angle between these two vectors, cos 07, is used

at preselection to reject light—quark continuum events.
The thrust and cosf2, . were both investigated for use as input variables in a

multivariate discriminant, detailed in Section 3.5.

Aplanarity

The aplanarity A is related to the smallest eigenvalue of the sphericity tensor by
3

It is essentially a measure of the transverse component of momentum out of the
plane defined by the two largest sphericity eigenvectors (i.e. the plane normal to
the smallest eigenvector). The aplanarity of the rest of the event is investigated for

inclusion as an input in the multivariate discriminant.
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Fox-Wolframm moments

The Fox-Wolfram moments [41] are defined as

pi| [Py
F, = Z #Pl(cos 0;;) (3.6)
i,j vts
where P, are the Legendre polynomials, p; is the momentum for particle ¢, 0;; is the
opening angle between the i** and j% particle and E,; is the total energy visible in

the event.

These moments are commonly used as ratios, such as R2, the ratio of the second
to zeroth moment. For an approximately spherical event, R2 takes a value close to
zero, while for a two-jet-like event it takes a value closer to one. The Fox-Wolfram

moments are investigated for inclusion as an input in the multivariate discriminant.

3.3.3 Event preselection

BABAR events have a large set of ‘tags’ associated with them which classify the event
based on certain distinguishing features such as the number of charged tracks, total
transverse momentum, the position of the primary vertex, etc. One such tag is the

charmless CPiOPi0 three-body tag, which is broken down into several separate parts:

e The total event energy must be less than 20 GeV.

e Candidate B mesons are reconstructed from a charged track and two 7° can-

didates. The details of the reconstruction are given in Section 3.4.

e Reconstructed B candidates must satisfy the requirement [AE| < 0.45GeV

assuming a pion mass hypothesis for the track.

e Candidates must pass a cut on the angle between the thrust axis of the B

candidate and the thrust axis of the ROE of | cos6%,,,..,] < 0.95.

e There must be at least one charged track in the ROE.




3.4 Candidate reconstruction 76

The output of the CPi0Pi0 tagging module is a list of pointers to accepted B can-
didates that are produced and stored in a central database. Events which have a
candidate that pass these requirements are said to carry the CPi0Pi0 tag-bit. Prese-
lecting on this tag-bit is both fast and efficient and is performed before analysing the
event in any further detail. Once an event is accepted, more information about the

quality of the B candidate(s) is accessed and evaluated for further discrimination.

In addition to preselecting on the CPi0Pi0 tag-bit, a cut on |cos 8¢ ,| < 0.9 is made.

3.4 Candidate reconstruction

B candidates are constructed as composite objects from a charged track and two
7% candidates. Construction is straightforward; the four-momenta of the decay

products or ‘daughters’ are simply added to form the B meson.

The particles which enter as inputs to the reconstruction software are stored, for
each event, in lists based on their species type. The lists exist in various sub-classes
which define collections of differing purity. The lists used in this analysis are named

PiOLoose and GoodTracksLoose and their requirements are described below.

Selection criteria are applied to the photons comprising the 7% candidates, the 7°
candidates themselves, the tracks, the invariant mass of the lighter pair of the track

and 7° (discussed below), and finally the B candidate itself.

3.4.1 =° reconstruction

Individual photon candidates are identified with single-bump clusters in the EMC
that have no associated track. To reconstruct 7’ mesons, the four-momenta of
pairs of distinct photon candidates (i.e. a single photon cannot be combined with
itself) are added where the momentum vector of each photon is calculated assuming

production at the IP. There are two types of m° candidate that can in principle
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‘ 0 selection ‘

E, > 0.03 GeV
LAT, < 0.8
Ero > 0.2 GeV
0.10 < My < 0.16GeV/c

Table 3.1: Summary of 7'(0 selection requirements. The composite 7'10 masses are fitted assuming
pI'OdllCtiOIl at the primary vertex.

enter into the selection: resolved or ‘composite’ candidates, and ‘merged’ candidates.
Merged candidates have high momentum such that their daughter photons are nearly
collinear and are not resolved into separate clusters in the EMC. For this analysis,
merged 7° candidates are not used, primarily because of the poor knowledge about
the data:MC efficiency differences. The selection requirements placed on the photons
and resulting composite 7° candidates are summarised in Table 3.1. In the table
LAT, is the lateral moment of the shower shape. This is defined to be [20]

E;\;:& Eir}

LAT = —
Zi:3 EZTZQ + Elrg + EQTS

(3.7)

where there are N crystals in the cluster and E; is the energy deposited in the i
crystal with the numbering defined hierarchically with F; being the most energetic
deposition. 7; is the distance of the centre of the i** crystal face from the centre of
the shower, and r( is the length of the side of an average crystal face (~ 5cm). This
variable is designed to discriminate between electromagnetic and hadronic showers,
the former of which are usually confined to just two or three crystals and thereby

have smaller values of LAT.

A plot of the distributions for the 7% invariant mass is shown in Figure 3.4 for 7°
candidates in both data and non-resonant B* — 75770 simulated events which

pass the preselection.

Neutrals correction

There exist differences between data and MC simulation in the resolutions and ef-

ficiencies of neutral objects. The MC simulation produces distributions of neutral
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Figure 3.4: Distribution of 7° invariant mass for non-resonant 7*7°7% simulated events (left)
and for data events (right) which pass the preselection.

quantities which are often too sharp, too clean and sometimes off-center when com-
pared to the equivalent distribution in data. To correct for this, standard recipes
have been provided within the experiment to correct the MC events and calibrate
the data such that they agree [42]. Before 7° reconstruction, changes to the photon
energies and resolutions are made by way of ‘shifting’ and ‘smearing’ corrections
which are derived from two methods. These methods both involve reconstructing
7° candidates appearing in a single sample of 7 1-on-1 events. The first is through
the use of a sample of symmetric 7° decays (7 — 77), the second through use of
single-y converted /Dalitz decays (7 — yy(eTe™)). In each case, the 7° samples are
split into bins of energy before fitting for the width and mean of the v invariant
mass distribution. These are then fed into the correction

Amwo 2 AWWO 2 _ AEa,vera,ge ? Alaa'uerage ? 3.8
] = |Sfwerase | _ | S Baerage (3.8)

Data Mxo | e Ea'uerage Data Ea'uerage MC

The differences between data and MC simulation for the widths and means of the

7y invariant mass are shown in Figure 3.5.

After 7° reconstruction, further corrections must be made to account for the overall

difference in 7°

reconstruction efficiency between simulation and data. This correc-
tion is also derived from studies of 7 decays, using ratios of the data:MC efficiency
differences in the decays 7 — pv and 7 — 7v [43]. There are systematic uncertain-

ties related to the implementation of this correction, which have their origins in the
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Figure 3.5: Data-MC comparison for the widths and means which are used in the < energy

smearing and shifting corrections. The letters ‘SP’ denote the MC simulation, with the numeral
identifying the version of the generation and processing software used.

poor modelling of hadronic interactions in the EMC and the photon background.

The size of the systematic error is discussed in Chapter 5.

3.4.2 Track identification

Preselection

Tracks are reconstructed from hits in the SVT and DCH. They undergo a simple
preselection before being identified for species type. The preselection requirements
for all tracks are summarised in Table 3.2 and are based on the track momentum
magnitude (p), transverse momentum (pr), distance-of-closest-approach (DOCA)
to the primary vertex and the number of hits in the DCH (Ni#%). As with the
neutrals, there are corrections that must be applied to resolve data-MC simulation

differences.
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| Track preselection

0.410 <f< 2.54
pr > 0.1 GeV
0.1 GeV/c <p< 10.0 GeV/e
Npch > 12
DOCA,, < 1.5cm
—10cm < DOCA, < 10cm

Table 3.2: Summary of track preselection requirements.

Particle identification (PID)

There are software tools developed at BABAR for the identification of kaons, elec-
trons, protons, muons and pions. The SMSKaonSelector [44] uses dE/dx and 6,
information from the SVT, DCH and DIRC to form a likelihood based on a classifi-
cation for each track. The likelihood is formed from three ‘pull’ probability density
functions (PDFs), one for the Cherenkov angle in the DIRC, one for dE/dz in
the SVT and one for dE/dz in the DCH. For the dE/dx cases, the momentum as
measured from the track locus and the Bethe-Bloch function [15], may be used to
calculate the expected values of dE/dz in both the DCH and the SVT. The PDFs
are formed from the Gaussian pull distribution of [dE/dzg., — dE/dTpeasured) /0
and return a different likelihood depending on the particle species assumed for the
expected distribution. A similar pull is defined for the Cherenkov angle. The se-
lector can be run in several different modes depending on the level of efficiency or

purity one desires.

The selector is used in the B¥ — K**70 analysis in ‘Loose’ mode for the selection
of kaons, which keeps the kaon misidentification rate below 7% up to a momentum
of 4GeV/c [44]. The data and MC efficiencies as a function of momentum for the

Loose selection are shown in Figure 3.6.

For pion selection, it is required that the track fails the ‘Tight’ proton selection [45],

the ‘Tight’ kaon selection and the ‘Not—a—pion’ kaon selection.
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Figure 3.6: Performance of kaon ‘Loose’ selection as a function of momentum for positive tracks
(left) and negative tracks (middle). The overall data:MC comparison is shown on the right.

Track and PID corrections

Similarly to the neutrals, corrections have been implemented for tracks to bring the
MC simulation in line with the data. The corrections exist as ratios of data:MC
efficiency for tracks of differing species type in bins of momentum, # and ¢. The
corrections are made from control samples of fully reconstructed decays such as
D** — 7t D% — K 7). The implementation of the correction is straightforward.
First MC truth information is used to identify the species of the track. The PID
tables are then used to determine the selection probability for this track. A random
number is then generated and the track is either accepted or rejected based on
whether it is less than or greater than the probability. Applying this correction
has a systematic error associated with the uncertainty on this probability from the

sample statistics used to create it. This systematic error is discussed in Chapter 5.

3.4.3 K™ and p mass selection

To further improve the signal/background ratio, a selection cut is applied on the

invariant mass m(h*7°) of the resonance candidate.

The choice of mass cuts is different for each analysis. In the case of the B¥ — K**70

analysis, the cuts were kept fairly tight. As one opens up the cut on the high mass
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side, one allows events from higher K*** resonances to enter into the sample through
their tails. The amounts of higher K*** pollution are not known, as there have
been no measurements to date of the branching fractions of B* — K**70. It is
important to try and exclude these events as their final states are extremely similar
in the discriminating variables used in the fit; except for the K*7° invariant mass
these modes peak in all the same places as the B¥ — K**7° signal. They can thus
contribute an excess of signal events as it is difficult to identify them as being from
higher K*** events. The full treatment of the higher K*** problem is left until
the next chapter, but there is motivation for the mass cut to exclude these higher
resonant modes as much as possible. An upper bound cut of mg+0 < 1.0 GeV/c? is
applied. On the low side, below about 0.8 GeV/c?, the invariant K*7° mass spectrum
is dominated by continuum events. A cut of mg=+,0 > 0.8 GeV/c? removes only 4%
of the truth-matched signal events but removes about 55% of the continuum events
that survive the upper bound cut. A plot of the K*7° invariant mass spectrum for

truth-matched signal K**7° is shown in Figure 3.7.

\\‘H\‘\H‘\H‘\H‘H\‘H\‘\H‘H\‘H\r

(0
g
AR KA LR KA LA LRI AR A LA

8.7 075 08 08 09 095 1 105 11 115 12
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Figure 3.7: K*7° invariant mass for truth-matched signal. Overlaid is a fitted Breit-Wigner
lineshape, which describes the distribution well.

In the case of the BY* — p*7° the analysis is not approached as a search but
rather to improve upon an already existing BABAR asymmetry measurement for this
mode. An important factor to consider then is the fraction of misreconstructed

signal events that have the wrong charge. This form of misreconstruction is called
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‘mistag’. The mistag reconstruction has the effect of washing out the observation of
any asymmetry. Consequently the motivation for the mass cut is to be as exclusive
as is reasonable for this self-cross-feed component whilst keeping a good proportion
of truth-matched events. A variety of mass cuts were investigated with cuts both
symmetrically and asymmetrically either side of the nominal p mass of 770 MeV/c?.
These are summarised in Table 3.3. It is important to appreciate the qualitative
difference between the mistag fraction and the truth-matched efficiency as they are
not directly comparable quantities. The truth-matched efficiency is the number
of candidates after all selections that are correctly reconstructed compared to the
number of events that were generated, whilst the mistag fraction is the fraction of
events that pass all selections that carry the wrong charge and so must be incorrectly
reconstructed. Choosing the range based on the lowest mistag fraction may be at
the expense of the truth-matched efficiency and vice-versa, and it is clear that some
balance must be found between the two. The ratio of truth-matched efficiency to
mistag fraction was considered a reasonable quantity by which to choose the mass

range.

An asymmetric mass cut of 0.55 < m o < 0.95GeV/c? was chosen for having the
best ratio of truth-match efficiency to mistag fraction. The two numbers that appear
in Table 3.3 for this selection for truth-matched efficiency and mistag fraction are
not final however, as there are two further selections yet to be made which affect

them. These selections are discussed below.

One might reasonably think that there will be two choices available for the resonance
candidate as one could pair the track with either 7°. For the K**70 analysis, there
is actually no choice in resonance pair at all - it must always be the lighter pair. This
is because there is no ambiguity in selecting the K** candidate as there is no overlap
between the choice of pairs for the resonance in question due to both the kinematic
boundaries of the plot and a reasonably chosen mass range. One would have to make
a cut on the K** mass in excess of 700 MeéV/c? from its nominal value (more than
14 times its nominal width [15]) for there to be an issue of ambiguity. Thus there is

only one invariant mass pair that can be reasonably formed in the resonance region
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| Summary of p mass cut investigations |

Mass cut range | Truth-match | Mistag fraction | Ratio of

(GeV/c?) efficiency ¢ (%) f (%) e f
0.37 - 1.17 9.552 18.65 0.51
0.47 - 1.07 9.575 16.22 0.59
0.50 - 1.00 9.524 14.46 0.66
0.52 -1.02 9.473 14.79 0.64
0.55 - 0.95 9.286 12.90 0.72
0.57 - 0.97 9.231 13.28 0.70
0.60 - 1.00 9.066 13.94 0.65
0.67 - 0.87 7.458 10.31 0.72

Table 3.3: Summary of p mass cut investigations. The chosen mass cut is indicated in red italic,
giving the best ratio of truth-matched efficiency to mistag fraction.

for any given candidate. For the case of the p*7° analysis, the potential for overlap
is much greater and an ambiguity is present depending on the values chosen for the
mass range. However, the mass range used for the p*7° analysis as described above
precludes this ambiguity also. The issue of ambiguity is illustrated in Figure 3.8,
where the square bounded by parallel dotted lines indicates the region whereby an

ambiguity would be present.

The feature of no ambiguity in the resonance pair selection allows the Dalitz plot
to be effectively ‘folded’ along the diagonal due to the final state being symmetric

about this line.

To summarise, the invariant mass cuts made for the B* — K**7% and BT — p*«°

analyses respectively are

e 0.8 <m(K*n%) < 1.0GeV/c?

e 0.55 < m(r*n?) < 0.95 GeV/c?

In addition to being used in the selection, the resonance mass is used as a variable

in the fit over the ranges given.
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Figure 3.8: Distribution of invariant masses for the two K*7° pairs (a) and 7*7° pairs (b) in the

event. These plots are made for truth-matched signal B* — K**7° and B* — p*7° respectively.

In both cases the dashed lines representing the chosen mass cuts show that there is no appreciable
ambiguity in choosing the lighter mass pair.
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3.5 Continuum background fighting
3.5.1 Introduction

Events from light quark (u, d, s, ¢) continuum production represent the most signifi-
cant type of background to this and most other charmless analyses. The construction
of a suitable discriminating variable was considered as a means of identifying the
signal B candidates efficiently, whilst rejecting events from the continuum. The
problem of discrimination between two distinct classes of observations in multivari-
ate data is well known in statistics and there exists a variety of different solutions.
For the purposes of this analysis, two types of solution, or multivariate analyser

(MVA), were considered:

i. Linear discriminant (LDA) in the form of either a Fisher [46] or Mahalanobis

[47] discriminant.

ii. Nonlinear discriminant in the form of an artificial neural network (ANN).

In both cases the discriminant essentially maps a point in a multi-dimensional space
to a point on a one-dimensional line, which is then treated as a single new variable.
The mapping function which does this is derived with the use of a priori known
samples (i.e. the MC simulated events) from the two classes of signal and back-
ground. These samples are referred to as training samples. The performance of the
MVA is assessed with the use of two other independent samples of the same classes,

which are referred to as testing samples.

The suitability of any potential discriminating variable was based on the criteria of
simplicity and improvement in background rejection over an already existing Fisher
discriminant, a modified CLEO Fisher variable, popular in other charmless 3-body
analyses and described in further detail in [48]. This variable is a weighted linear
combination of the summed momentum of the rest of the event seen in nine discrete

cones centred around the thrust axis of the particles composing the B candidate,
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with additional inputs of the cos(€p peam) (the cosine of the angle between the B
direction and the beam axis) and cos(fr, pearm) (the cosine of the angle between
the thrust axis of the particles composing the B candidate and the beam axis).
Although all comparisons of continuum rejection power were gauged with respect
to the performance of the modified CLEO Fisher (MCF), this variable itself was
allowed to feature as an input to the MVA.

The subject of statistical discrimination, classification and pattern recognition is
too vast to be given justice here, and only a short summary of the two types of

discriminant considered follows.

3.5.2 Linear discriminant

The principle behind a linear discriminant is to derive a linear function z of the n

discriminating variables z1, ..., x,,
Z2=a1T1 + ... + ATy, (3.9)

such that the ratio of the between-class variance of z to the within-class variance of
z is maximised. The variable z is often referred to as Fisher’s discriminant [46], or
the first canonical variate. The vector a = [ay, ..., a,] can be regarded as defining
the vector normal to a single hyper-plane dividing a multi-dimensional space into
two separated regions. The optimal direction for a is that which maximises the
separation of the projected class means while minimising the class variances. This
is equivalent to finding a by maximising
aTBa

V= aTWa’

(3.10)

where B is the covariance matrix of the group means and W is the pooled within-

groups covariance matrix:

N,
B = Y —@-%"E 5" (3.11)
classes,c tot

1 c —C c —
Wij = NttZZ(l'Z — T; )(31'] —.7)]' ), (312)

c TEc




3.5 Continuum background fighting 88

where the indexes 4,7 run over the input variables, N, is the total number of
observations of all classes and N, is the number of observations in the training
sample of each class. The vector a which maximises V' (with value \) of Eq.(3.10)
is the principal eigenvector of

W™'Ba= )a (3.13)

which, in the case of only two classes, is given analytically by
a=W'(x %) (3.14)

There is a second form of linear discriminant, the Mahalanobis discriminant [47],
which is also considered. It is similar to the Fisher, only it uses the inverse of the

total covariance matrix T = B + W in place of W L.

3.5.3 Artificial neural network

The second approach to the discrimination problem is to try a non-linear solution.
The choice of discrimination function z used in this analysis defines the architecture
of what is commonly termed a (single output) ‘layered feed-forward artificial neural

network’ or ‘multilayer perceptron’ [49]:
z = ¢(&0 + E wj0¢(aj + E w,-jxj)). (315)
j i

where ¢(z) is called the neuron activation function and in this case is given by
[1+tanh(z)]/2, the index ¢ runs over the input variables and j runs over the ‘hidden
nodes’. Figure 3.9 depicts a single-output, single hidden-layer feed-forward neural
network with three inputs, four hidden nodes and one output. Layers in between the
input and output layers are called ‘hidden layers’ since their outputs are not directly
observable. The ‘weights’ w;; and wj, are determined from the training sample by

minimising the error E:
Np

1
(2P) — ¢@)2 (3.16)

2N, o
where ¢ is the target value (in this case 1 for signal and 0 for background), z the
artificial neural network output, N, is the number of events in the training sample

and p is the event or ‘pattern’ index.
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There is no analytic method for minimising the error when the activation function
is non-linear, instead numerical methods must be used. Minimising the error by

adjusting the weights between the layers is called ‘training’ or ‘learning’. The learn-

Figure 3.9: Architecture of a single-output, single hidden-layer feed-forward neural network.

ing algorithms used here are of the gradient descent or back-propagation (BP) kind,
which represent a simple but effective solution though not necessarily the fastest.
The learning is done iteratively, with the vector of weights w(¢+ 1) at the time step
(t + 1) being adjusted by a quantity Aw(t), given by

Aw(t) = —AV,E (1), (3.17)

where \ is a constant quantity called the learning rate, which can be tuned to
the specific training sample depending on the scale of the inputs. The quantity
V. represents the vector of derivatives (0/0w;;). If A is too big the ANN may
never settle, but could oscillate back and forth across the minima. To avoid this a
‘momentum’ term is added which is fractionally (o < 1) proportional to the previous
change,

Aw(t) = —AV4,E(t) + aAw(t — 1), (3.18)

thus if the previous change was large, so too will the next one be.
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In practice the error is not calculated for the entire training sample, but on a subset
of data and the updating is done at the end of this error calculation; the period
between updating is called an epoch. To help avoid settling on local minima or to
move out of a region of flatness in the error gradient, a Gaussian noise term I' can

be added to the weight vector updating term after each epoch
Aw(t) = =AV,E(t) + aAw(t — 1) +T. (3.19)

This is the principle behind Langevin updating [50]. Another learning algorithm
investigated is the Manhattan [50] updating given by the rule

Aw(t) = —A.sign[V, E(t)]. (3.20)

We move now to discuss the implementation of these discriminant techniques to this

analysis.

3.5.4 Selecting the best input variables

As has been discussed earlier, continuum events are betrayed by their two-jet-like
event topology. This ultimately holds the key to the discriminating power of any
variable constructed. Variables initially chosen as potential inputs to the MVA are
therefore event-shape variables. To determine which inputs provide the greatest
discrimination between signal and continuum, a statistic called the discrimination
power is compared. It is defined by the quantity

Bii
Wi

(3.21)

Discrimination power (variable i) =

where B and W are the between- and within- class covariance matrices respectively
of Egs.(3.11) and (3.12) (there are only two classes, signal and background). This
is essentially a comparison between the averaged spread within a subgroup to the
spread over the whole population. This quantity is cross-checked against a similar
quantity termed the signal discrimination power, defined as

(x—isig _ x—ibkg) 2

(3.22)

Signal discrimination power (variable i) = .
var(z;*9)
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which is a measure of the relative distance between the means. The higher the value,

the more useful the quantity is for discrimination.

Several variables were considered for inclusion in the initial investigation. There are
variables that are either calculated using tracks and neutral objects associated with
the B candidate (variables with a (B) suffix) or are from tracks and neutrals not
associated with the B, so coming from the ROE. The full list of variables considered

is given below:

e Aplanarity (ROE), aplR.
e Sphericity (ROE), sphR.
e Sphericity (B), sphB.

e Thrust(B), thrustB.

e Fox-Wolfram moments (ROE) fw2R, the ratio of the 2" moment to the 0%,
and fw4R, the ratio of the 4" to the 0.

e fw2, the ratio of the 2" to the 0"* Fox-Wolfram moments for the whole event.
e Monomials Ly, Ly (see below).
e Modified CLEO Fisher, 9 CLEO cones + cos(0p peam) + €0S(01y peam) -

e cos(SN), cosine of the angle between sphericity axis of the ROE and normal

to B decay plane.

e cos(TN), cosine of the angle between thrust axis of the ROE and normal to B

decay plane.

e cos(SB), cosine of the angle between sphericity axis of the ROE and B direc-

tion.

e cos(TB), cosine of the angle between thrust axis of the ROE and B direction.
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e cos(TTB), cosine of the angle between thrust axis of the ROE and the B thrust

axis.

e TFlv, the output of the Moriond Tagger [51].

The monomials Ly and L,y are variables similar to the Legendre polynomials and are

defined as:
ROE ROE

1
Ly = Z Di, L, = Z pi X 5(3 cos?(6;) — 1) (3.23)

where p; and 6; are the momentum magnitude and polar angle of tracks and clusters

summed over candidates in the rest of the event.

Tables 3.4 and 3.5 show the values for the discrimination power and signal discrim-
ination power respectively, for the two signal modes B* — p*7? and B* — K**70,
and the two non-resonant modes B* — 7%7%7% and B*¥ — K*7%P . All these
modes are compared individually to the same sample of MC simulated continuum
events. Each of the B samples is an equal-sized collection of truth-matched sig-
nal events, which have passed the same full preselection cuts and best candidate
selection (described below in Section 3.6). Variables which have discrimination val-
ues different from zero are considered to be potentially useful for inclusion. The

uncertainty in the values is at the level of 10%.

Both methods of highlighting the variables with the greatest discrimination power
give the same results, with seven highlighted variables standing out from the rest.
They are Ly, Ly, MCF, cos(TTB), thrustB, sphB and fw2. It was also decided to
use TFlv although it would appear to have a low discrimination power. It should
be emphasised that the statistic used to evaluate the discrimination power assumes
Gaussian distributions for its optimality. The shape of TFlv is such that the statis-
tic does not do it justice and the neural net discrimination surface can probe its

distribution in a way a linear discriminant cannot.

Before any further investigations proceeded it was desired to have input distributions

which were as similar as possible for both the signal modes and the non-resonant
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Variable | 757970 p*n®% Kn%2° K*#0
sphR 0.00 0.00 0.00 0.00
sphB 0.26 0.13 0.32 0.14

thrustB 0.33 0.01 0.39 0.04

Lo 0.06 0.06 0.04 0.07
L2 0.57 0.54 0.50 0.44

Fisher 0.60 0.52 0.55 0.49
cosSN 0.00 0.00 0.00 0.00
cosTN 0.00 0.00 0.00 0.00
cosTB 0.00 0.00 0.00 0.00
cosSB 0.00 0.00 0.00 0.00

cosTTB 0.04 0.05 0.04 0.04
aplR 0.00 0.00 0.00 0.00
fw2R 0.01 0.01 0.00 0.00
fw4R 0.00 0.00 0.01 0.00

fw2 0.10 0.17 0.10 0.12
TFlv 0.01 0.00 0.00 0.00

Table 3.4: Values of the variables’ discrimination power for truth-matched signal and non-resonant
modes.

aron® prr’ Kr'70 K*n0
sphR 0.01 0.02 0.00 0.00
sphB 0.56 2.96 0.70 2.81
thrustB | 0.79 0.06 0.90 0.25
Lo 0.26 0.28 0.16 0.30
L2 2.58 2.49 2.06 1.83
Fisher 2.86 2.55 2.50 2.29
cosSN 0.00  0.00  0.00 0.00
cosTN 0.00  0.00  0.00 0.00
cosTB 0.02 0.00 0.00 0.00
cosSB 0.00 0.00 0.01 0.00
cosTTB | 0.21 0.23 0.22 0.22
aplR 0.00 0.00 0.01 0.01
fw2R 0.04 0.06 0.01 0.01
fwdR 0.00 0.00 0.02 0.01
fw2 0.50 0.77 0.42 0.56
TFlv 0.02 0.00 0.00 0.00

Table 3.5: Values of the variables’ signal discrimination power for the truth-matched signal and
non-resonant modes.

decay channels B* — K*7%7% and B* — 7*7%7%. The level of non-resonant events

in the final sample is unknown, and must be estimated. As will be discussed in the
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next chapter, the numbers of non-resonant decays expected in the final data samples
are estimated from the data using sidebands in the Dalitz plane and the method
of estimation uses the continuum discrimination variable in the same way as the
resonant signal analyses. If for example the neural network was optimised for the
resonant channels exclusively, and was non-optimal for the non-resonant decays, then
extrapolation of non-resonant events from sidebands into the signal regions becomes
more involved and will inevitably introduce additional systematic uncertainties. It
was desired therefore that the distribution of the MVA for signal be insensitive to
the position of the decay in the Dalitz plane. Variables involving resonance-specific
dependencies (such as m(K**, p*), cos(fg)? etc.) were excluded from consideration
for this reason. While most of the selected variables use the tracks and clusters from
the rest of the event, which should be the same independent of signal final state,
sphB and thrustB are built around the B decay products which vary significantly

between the resonant and non-resonant modes.

Figure 3.10 shows the different distributions for the signal modes for each of the input
variables. While the majority of the variables are in very good agreement, sphB and
thrustB show significant differences due to the resonant and non-resonant nature of
the decays. Consequently these variables are removed from further consideration.
The final choice of variables is narrowed to six: Lg, Ly, MCF, cos(TTB), fw2 and
TFlv. It should be noted that although the variables are shown for the B* —
K**7% modes, the B — p*7® are very similar and the plots can be considered

representative of both samples.

3.5.5 Correlation of variables with AFE, mgg.

As the output of any discriminant will be used in a maximum likelihood fit along
with mgs and AFE, it is important that any input variables to the discriminant are
not correlated with mgg and AFE otherwise this could result in the discriminant

output also being correlated. The likelihood fit construction, described in Chapter

2cos(fy) is defined as the cosine of the angle between the momentum of the track and the
momentum of the B as measured in the rest frame of the resonance.
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Figure 3.10: The distributions of the discriminating variables for the truth-matched K**, non-
resonant K*797% and continuum. The distributions (reading from top left) are Ly, Ly, cos(TTB),
fw2, TFlv, MCF, sphB and thrustB. The distributions are similar for both resonant and non-
resonant modes, except for the last two variables which is the reason for their subsequent exclusion.
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4, assumes orthogonality of the probability density functions (PDFs) describing
the distribution of the input variables. In the cases where the input variables are
correlated, the PDFs must be constructed to account for the correlation. In using
input variables that uncorrelated, one can describe the total PDF over all input
variables as a product of orthogonal one-dimensional PDFs over the individual inputs

which thereby reduces the complexity of the fit construction.

The correlations of these variables with mggs and AFE are shown in Tables 3.6 and
3.7. The statistic used was Pearson’s product moment correlation coefficient R,

given by

R= vy (3.24)

Vvar(z)var(y)

In all cases we find that there are no correlations at a level that might cause concern.

Table 3.6: Values of the variable correlations with AE, mgg for the truth-matched K+707°.

megs AFE
Ly —0.001 -0.016
Lo —0.014 0.020
MCF 0.028 —0.004
cosTTB | 0.022 0.002
TFlv —0.025 —0.001
fw2 —0.020 0.031

megs AFE
Ly —0.005 —-0.007
Lo —0.018 —-0.025
MCF 0.021  -0.030
cosTTB | 0.009 —0.038
TFlv —0.035 0.021
fw2 0.020 0.057

Table 3.7: Values of the variable correlations with AE, mgg for the truth-matched K**7°.

3.5.6 MVA designs

For both the linear discriminant types, custom software was written to interface

with ROOT.
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The ANN software used is based on JetNet v.3.5 [52] with a front-end interface to
ROOT [53]. The neural network architecture is a three layer (1 input, 1 hidden, 1
output) perceptron with 1 output node. The number of hidden nodes used was varied
from 4 to 10 and was found to not have any significant impact on the discrimination
performance for any one particular set of inputs. The number of possible inputs
is a maximum of 6, so in principle a 7-node hidden layer is the minimum node
requirement to completely close off a volume in the input space®. From the shape of
the input distributions, it is apparent that the minimum requirement to completely
close off a volume is unnecessary, thus in keeping with the adopted principle of

simplicity in design a six-node hidden-layer was chosen for the final configuration.

Two types of training algorithm were investigated, namely standard back-propagation

of the error with either Langevin or Manhattan updating.

3.5.7 MVA sample composition

The samples used for training the ANN and for constructing the LDA were identical

and were composed as follows:

e Signal : Truth matched signal B candidates from each of the four categories
B* — p*n% B* — 737070, B* — K**7° and B* — K*7%% were chosen at
random from the MC samples and concatenated to a list in a random order.
As the training of the ANN updates the weight vectors after every epoch
(typically 10 events in this investigation), the updated weight vector should
not be biased towards any particular signal mode so training on all modes
has to be performed simultaneously. Each mode is also weighted equally by
randomising the selection process. The sample size is 14000, with the sample

split evenly in two groups of 7000 events, one for training and one for testing.

3By examination of Eq.(3.15), one can regard a single hidden node in the first layer as being
a function related to the orientation of a single hyper-plane in the input space. Thus to define a
closed volume in the N dimensional input space, one needs a minimum of N+1 hyper-plane surfaces
(of dimension N-1).
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e Background : As the cross sections for continuum event production are
known [20], the proper mixture of MC simulated u,d,s,c and 7 events is
respected in the composition of the background training sample. The sample

size for background, like signal, is 7000 training events, 7000 testing events.

3.5.8 Optimal ANN configuration

Figure 3.11 shows the performance of 10 of these combinations of input variables for
a Manhattan trained variable. The binary code to identify the efficiency curves is
indicative of inclusion (1), or exclusion (0) for the variables in the respective order:
MCF, Lg, Lo, cos(TTB), TFlv, and fw2. For example, the pattern 011010 means Ly,
L, and TFlv were all included while all others were left out. Out of the six variables
remaining, it was found that inclusion of the CLEO Fisher or the pair (Lg, Ls) or
both was consistently found to have the most powerful discrimination. As a result

all the combinations shown feature one of these inputs.

o f
z 1~
S T —— 011001
E [ — 011010
3 011011
C —
08/ 011100
g I 011101
i — 011110
0.6~ 011111
- 111111
- ~ 111001
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Figure 3.11: Performance plot of various ANN configurations showing the continuum selection

efficiency (y axis) against signal selection efficiency (x axis) for cuts applied to the output from

the ANN. The binary code is explained in the text. The ANN in its final form corresponds to
the input combination 011010.

It was found that the ANN does best when Ly, L, and MCF are all used in combi-

nation and that the inclusion of TFlv always yields better performance than when
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it is excluded for any given combination. The most powerful combination is ac-
tually the inclusion of all the variables, but it is only very marginally better than
the combination of MCF, Ly, Ly and TFlv. However, after further investigations
uncomfortably high correlations with mgs were seen with an ANN which included
the MCF as an input, particularly in the tail of mgg. This correlation was not seen
so strongly in the global correlations between the individual input variables. From
the design objective of simplicity, the final input configuration is therefore a combi-
nation of the three variables Lo, Lo and TFlv. The training algorithm chosen for
the ANN is the Manhattan updating. The output of the optimal ANN for signal
and continuum events is shown in Figure 3.12. As one can see, signal events give a
response that is sharply peaked near 1, while background continuum events give a

distribution which is sharply peaked near 0.

| ANN Output for Signal and Continuum I

0.09
0.08
0.07
0.06
0.05 ;
0.04 ;
0.03 ;
0.02 ;

0.01f—

(A A A R I A o rose o e
0

0 01 02 03 04 05 06 07 08 09 1
ANN Output

Figure 3.12: The ANN output for signal K**7° (hatched/red histogram) events and for contin-
uum events (clear histogram).

3.5.9 Comparison of ANN and LDA

The performance of the selected ANN combination was compared to a linear dis-
criminant to see which would provide the best discrimination. The output of the the

linear discriminant was in two forms, the first being a new Fisher type discriminant
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and the second one based on the Mahalanobis technique. The LDA output for each

variable for signal and background is shown in Figure 3.13.
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Figure 3.13: Examples of the output for signal and background for the two linear discriminants.

The left hand plot shows the new Fisher discriminant and the right hand plot shows the Maha-

lanobis based discriminant. Both discriminants are using the combination of inputs which was
found to be most effective for the neural network (011010).

In all cases it was found that the linear discriminant variables performed worse than
the ANN with the equivalent input combination. As a demonstration, the Maha-
lanobis and new Fisher solutions for the final four input combinations along with
their comparison with the ANN are shown in Figure 3.14. It was therefore decided
that the ANN as described above would be used as the variable for continuum

rejection in this analysis.
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Figure 3.14: Comparison of the discriminating power of both linear discriminant variables, the

ANN variable trained with the Langevin and Manhattan algorithms and the original CLEO based

Fisher. The plot is for a combined signal sample of B* — K*7%70, B* — 7+7070 B+ & p+70

and B* — K**70 and a background sample of MC simulated continuum events. Each plot shows

the continuum selection efficiency (y axis) against signal selection efficiency (x axis) for cuts applied

to the output discriminating variable. The closer the curve is to the bottom right corner, the more
powerful is the discrimination.

3.5.10 MVA conclusions

In this section we have investigated two different forms of discriminant to separate
signal events from the dominant continuum background. One is a neural network
based discriminant and the other is a linear discriminant. Both have used event
shape variables as inputs, which have been carefully selected to give maximum dis-
criminating power. We find that the ANN consistently gives the better performance
and is selected as the background fighting variable.

The ANN is now used in two ways within the analysis. We first apply a cut at ANN
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> 0.25 (B* — K**7% and ANN > 0.4 (B* — p*n°) in the neural network output
(see Figure 3.12) to deselect the majority of all continuum events while retaining
good signal efficiency. These cuts are determined from an optimisation study that
is fully explained in Chapter 4, as its explanation requires the introduction of the
maximum likelihood fit. Secondly the variable is transformed before being used as

an input to the fit. The reasons for this transformation are outlined below.

Transformation of ANN

The distribution of the neural network output for true B events is sharply spiked
around 1. This raises a practical issue in the modelling, specifically in how to
describe its shape adequately to form an accurate probability density function for a

given B mode (especially when MC statistics for some modes are small).

To try to avoid this issue, the ANN output was transformed using the following ad

hoc function:
1
Transformed ANN = ANNrppe, = 1— (— X arccos(ANN)) (3.25)
T

This leads to a much smoother distribution, which also has an easy and well-modelled
parametric description. The details of the parametric description for the PDFs are

left until Chapter 4.

3.6 Multiple candidates

For events which pass the preselection, it is usual to have more than one B candi-
date per event. The average multiplicity for the signal distributions is around 1.5
candidates per event. This combinatorial self-cross-feed (SCF) background can be
problematic. If one chooses to be inclusive of this background and retain as much
information as possible, one must model it in the fit, taking into account the mul-
tiplicity distributions for all modes. However this modelling is entirely reliant on

the MC simulation, is difficult to verify on data and adds a level of complexity to
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the fit that is unlikely to be helpful in measuring what we are essentially after: the

number of signal events.

It is thus entirely reasonable to remove this appreciable combinatorial background
by selecting only one ‘best’ candidate per event. However, one must be careful
to avoid potential bias, and thus any choice must be relatively independent of the
variables used in the fit. Multiple candidates arise in the signal distributions broadly

by two possible ways:

e Swapping out a soft 7 from the resonance (the 7° which comes directly from
the B decay is always reasonably hard and rarely misidentified or swapped out)

with one from the ROE. This affects both the B* — p*7° and B* — K**7n°

analyses.

e Swapping out the track from the resonance with one from the ROE, usually
when it is slow. This only really affects the B* — p* 70 analysis - the B* —
K**79 puts PID requirements on the track to be a kaon, for which there are a
lot fewer in the event to swap out and hence less chance to reconstruct a good
B. Also the PID requirements effectively put a lower limit on the momentum
allowed for the track, thereby rejecting many of the soft tracks from the event

whether they are true kaons or not.

Motivated by this, the following strategies for choosing the best candidate were

investigated:

A B candidate x? formed from the 7° masses.

A B candidate likelihood formed from the 7% masses (the distinction between

these two is made below).

A choice based on the cosine of the helicity angle, cos 0y, of the p resonance.

e A random candidate.
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The choice of cos 0, is only applied to the B* — p*7® analysis. This is because
the only appreciable source of multiple candidates in the B¥ — K**7% analysis is
from the fake 7° candidates or swapping a genuine slow 7° from the ROE. In this
case cos 0 really does not help discriminate against the SCF component. It is only
when one has additional multiplicities associated with the track that the helicity can

discriminate effectively between mistag events. This is discussed below.

Candidate x2

The simplest form of discrimination against fake 7° candidates is to compare the

reconstructed 7° candidates to the nominal 7° mass. A B candidate x? is formed:

o My = M) (Mg = Mo 0) (3.26)
XCand. o2 (Mye) o2 (M0) '

where 0(M,0) is the nominal 7° resolution of the BABAR EMC, and is a constant

quantity. The candidate chosen is the candidate with the lowest value of X%, ;.
This amounts to effectively taking the x%,,, of the 7% from the resonance as most
multiple candidates share the hard 7° from the B. Selecting on the 7° quality will

not be very effective if the backgrounds are mainly real 7° mesons.

Candidate likelihood

An evolution of the above algorithm is to make a likelihood for the 7° mass, rather
than just selecting the candidate with mass closest to the nominal value. This
effectively means evaluating the constant resolution o%(Myo) in the Eq.(3.26) above

as a function of the 7°

momentum. This is obtained by fitting an appropriate
function to the v invariant mass for a sample of truth-matched 7° candidates, in
bins of momentum. The functional form used is the ‘Novosibirsk’ function [54],

which is essentially a Gaussian with a tail. The likelihood Lcg,q. is formed as

Loana. = LT(M(p1),o(p1)) - L™(M(ps), 0(ps))-

The candidate chosen is that with the highest likelihood.
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Candidate p - cos Oy

In contrast, for the B* — p* 70 analysis, a selection based on the 7° mass is of no use
when the multiplicity is due to the track. In such cases it is possible to reconstruct
the B candidate with the opposite charge from the true decay. It is particularly
important to reduce this mistag fraction as it has the effect of diluting the asymmetry
measurement. A selection algorithm based on the helicity was identified as having
potential to reject this mistag SCF component, for the mistag events are all clustered

at high positive values of cos fy;, as can be seen in Figure 3.15.
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Figure 3.15: Plot of the p cosfme for signal p*7n° (blue), correct-charge SCF (green) and
wrong-charge SCF (red). For correctly reconstructed signal the distribution should be parabolic
in cos@ge;- The fall-off in this functional form at the edges is an efficiency effect.

The algorithm to select between two p candidates with values of cos g as hy and
h/2 is

o If hy > 0 and Ay > 0 select the candidate with the smaller value.

e If h; > 0 and hy < 0 select the candidate with the negative value.

o If h; < 0 and hy < 0 select the candidate with the least negative value.
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Random candidate

These algorithms are to be compared to choosing a candidate randomly. If the
average multiplicity is m for events which have a truth match, and one does worse

than 1/m on average with the adopted algorithm, it would clearly be better to

choose the candidate randomly.

3.6.1 Final algorithm

The algorithm chosen was based on the ability to retain as many truth-matched
candidates as possible in the case of the B¥ — K**7° analysis, and reject as many

mistag candidates as possible in the case of the B* — p*7¥ analysis. A summary

of the effective performance of the strategies is shown in Table 3.8.

Summary of Best Candidate Strategies for B — K**r9

% of events which

% of events (candidates)

% of mistag

Algorithm |  have TM before which have TM after
candidates
selection selection
Xana 68.3 64.4 <1%
Lcand. 68.3 64.6 < 1%
random 68.3 60.7 < 1%
Summary of Best Candidate Strategies for B+ — p*r°
ours 62.5 54.9 7.6
Lcand. 62.5 55.0 7.7
p cos Oy 62.5 55.3 7.2
random 62.5 51.1 7.7

Table 3.8: Table summarising the performance of the various best candidate algorithms. In all

cases the algorithms did better than a random selection. TM = truth-match.

For the B — K**7° analysis, the algorithm chosen was the x%,,,. Although
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the Leoang, performed slightly better, the difference was marginal enough to raise
the issue of uncertainties in the data:MC simulation differences for the 7° mass
resolution. The likelihood has a preference to select low energy 7° candidates where
the resolution is superior but also where the data:MC simulation discrepancies are

larger. It was decided that the most transparent and robust strategy was to use

2
XCand.

For the B* — p*70 analysis the cos §x.-based selection was the preferred strategy
for the reason that it was the best at reducing the fraction of mistag candidates

being selected.

In both studies the random selection performs better than the naive estimate of
1/m, where m is the multiplicity (see Table 3.9). This is because most events have
only one candidate per event, and the multiplicity is largely due to a small number
of events having a large number of candidates. Thus although the gains from the
best candidate selection may appear modest, it is in these rarer instances of high

multiplicity that they have the advantage over the random selection.

This investigation was carried out with a selection cut-off in the ANN variable of
0.2. As will be described in the next chapter, this cut-off is further optimised for
each analysis. For the B*¥ — K**70 analysis this cut-off is ANN > 0.25 and for
the B* — p*#¥ analysis it is ANN > 0.40. This has a small effect on the numbers
that appear in Table 3.8. After all selections, the truth-match, correct-charge SCF

fraction and mistag fractions for the two analyses are:

B:I: — K*i’ﬂ'o

e Truth-match fraction: 64.5%
e Correct charge SCF fraction: 35.5%

e Mistag fraction: negligible

B* — p*q0
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e Truth-match fraction: 56.04%
e Correct charge SCF fraction: 36.93%

e Mistag fraction: 7.03%

One final word must be said about the B* — p*7% analysis. The construction
of the event likelihood (Section 4.3.1) is done in such a way as to consider the
number of signal events reconstructed with the wrong charge as being proportional
to the number of signal events reconstructed with the correct charge. This requires
a further set of numbers to be defined, the fraction of correct charge signal events
that are SCF, fscr, and the ratio of wrong charge to correct charge signal events,

fuistag- These are simply obtained from the numbers already given:

fscr = 36.9/(36.9+56.0) = 39.7%

fMistag = 703/(369+560) = 76%

3.7 Summary of cuts and efficiencies

The following tables show a summary of the cuts and the efficiencies for signal,
continuum and generic b — ¢ MC simulation and off-resonance and on-resonance
data after all cuts for the two analyses. Multiplicity here means the number of B

candidates per event.
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Signal efficiencies (%)

Cut B* —» K**7% | B* — p*q®
CPiOPi0 Tag 47.2 50.9
(Multiplicity) (5.19) (5.30)
cos GSBph <09 87.8 87.1
IAB] <025 94.6 91.1

5.19 < mpgg < 5.3
cos 0, 88.5 86.6
0.01 < LAT, < 0.6 94.0 94.7
0.11 < Mo < 0.16 96.6 96.6
0.35 <6, <239 96.5 96.5
Electron Veto 99.8 99.4
PID 86.7 87.0
0.8 < mg- < 1.0GeV/c? 73.9
0.55 < m, < 0.95GeV/c? 76.7
ANN > 0.2 93.9 93.6
—02<AE <0.2
5.2 <mpgg <5.3 91.7 80.2
ANN > 0.25 (0.4)
Total 16.48£0.09 | 15.41£0.09
(Multiplicity) (1.51) (1.75)
Truth Match 64.50 £0.20 | 56.40 £ 0.60

Table 3.9: The efficiencies of the selection cuts for the signal modes, as obtained from the MC
simulation. The cuts are performed hierarchically (in the order given in the table), with the values
being the efficiency of the cut with respect to the remaining sample of events.
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Data efficiencies (%)
Cut Off-Resonance | On-Resonance
CPiOPiO Tag - —
(Multiplicity) (2.32) (2.29)
coS ngh < 0.9 55.5 55.8
AB] <0.25GeV 67.6 [54.9] 67.2 [54.5]
5.19 < mps < 5.3 GeV/c?
cos 0, 86.8 [87.8] 86.2 [87.8]
0.01 < LAT, < 0.6 85.1 [85.4] 83.4 [85.7]
0.11 < Mo < 0.16 GeV/c? 91.9 [92.0] 91.8 [92.2]
0.35 < 6, < 2.39 93.7 [93.8] 93.9 [93.7]
Electron Veto 98.6 [98.7] 98.5 [98.6]
PID 23.9 [58.7] 24.3 [58.5]
0.8 < mx- < 1.0GeV/c? 17.8 17.5
0.55 < m, < 0.95GeV/c? [32.0] [31.9]
ANN > 0.2 46.9 [43.7] 48.8 [44.2]
—0.2 < AE <0.2GeV
5.2 < mps < 5.3 GeV/c? 60.0 [38.3] 60.9 [39.2]
ANN > 0.25 [> 0.4]
Total Events 1731 [3698] | 23465 [47608]
(Multiplicity) (1.28) (1.29)

Table 3.10: The efficiencies of the selection cuts for the data samples. As the AFE selection

assumes a different mass hypothesis for the track in each analysis, the analyses begin to diverge

and the efficiencies for the B*¥ — p*7° analysis are indicated in brackets and coloured red for

clarity. The cuts are performed hierarchically (in the order given in the table), with the values

being the efficiency of the cut with respect to the remaining sample of events. The final numbers
of events passed is given at the bottom.
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Light quark continuum and generic b — c efficiencies (%)
(MC simulation)
Cut generic b — ¢ | generic b — ¢ uds
(B*) (B%)
CPiOPi0 Tag (6.27) x 1072 | (3.23) x 102 1.52
(Multiplicity) (2.27) (2.19) (2.44)
cos 03, < 0.9 67.6 63.1 54.9
AB]<0.235 54.0 [30.5] 53.6 [28.] 68.0 [56.0]
9.19 < mpg < 5.3
cos 07, 87.5 [88.7] 84.9 [85.9] 85.3 [86.2]
0.01 < LAT, < 0.6 90.1 [90.4] 89.2 [89.3] 85.2 [85.4]
0.11 < Myo < 0.16 94.7 [95.2] 94.2 [94.6] 92.1 [92.2]
0.35 < 0, < 2.39 95.1 [95.3] 94.9 [95.1] 92.9 [93.0]
PID 32.6 [54.5] 28.0 [58.2] 22.9 [58.2]
0.8 < mp~ < 1.0 GeV/c? 6.4 7.5 18.4
0.55 < m, < 0.95 GeV/c? [9.4] [10.2] 32.7]
ANN > 0.2 88.9 [89.4] 85.8 [88.3] 53.2 [48.0]
—-02<AFE<0.2
5.2 < mps < 5.3 62.7 [50.2] 63.2 [49.4] 60.6 [38.6]
ANN > 0.25[> 0.4]
(1.9 +0.1) (0.940.1) | (0.482+ 0.002)
Total x1074 x1074 x1072
(2.3 40.1) (1.140.1) | (1.042+0.002)
x10* x10* X102
(Multiplicity) (1.15) (1.27) (1.36)

Table 3.11: The efficiencies of the selection for MC simulated background samples. The B* —

pEn® analysis efficiencies are indicated in brackets and coloured red for clarity. The cuts are

performed hierarchically (in the order given in the table), with the values being the efficiency of
the cut with respect to the remaining sample of events.




4 Analysis method and validation 112

Chapter 4

Analysis method and validation

4.1 Introduction

This chapter introduces the maximum likelihood fitting method and its implemen-
tation for this particular analysis. The structure of the probability density functions
(PDFs) for the signal and background components is then given. The full treatment
of backgrounds from B related sources which can fake signal events is described
along with the expected number of events for each mode. Once the maximum like-
lihood fit has been described, the detailed validation studies that were undertaken
to test its robustness and stability are explained. The chapter concludes with the
details of the optimisation study for the ANN cut, which was performed only after
proper confidence in the full fit model had been established.

4.2 The maximum likelihood fit

This section discusses how the method of maximum likelihood for parameter esti-

mation is used to extract the signal yields and charge asymmetries from the data.

Suppose a general set of N observations of the variables x = [x1, ..., 2] is described

by a PDF P(«,x), where the underlying parameters o = [ay, ...cyp] are unknown.
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One may construct the likelihood £ for the sample, with estimators &:

L&) = HP(&, X;). (4.1)

The likelihood is obviously a function of the parameter estimators &, and one can
show that the choice of & which maximises £ provides an unbiased and efficient

estimation of the true underlying parameters « [55].

One may extend the above formalism to the case where there are observations of
multiple classes of event within the sample, and not only the functional form of
the class’s PDF but also the number of events observed from each class is unknown
and hence to be determined. Of course the observed number of events, N, for
class c itself follows a Poisson distribution with mean ., and one might want to
estimate the (unknown) ezpected number of events which is not necessarily equal to
the observed number. In this case, the eztended mazimum likelihood formalism [55]

provides a method to estimate the expected number of events:

[P x). (4.2)

It is usual to drop the factorial term in the denominator. The effective likelihood

L' for all classes over the entire dataset is then given by
N
;CI = Nc‘ L= (N,)N €_N’ HPZ (43)
i=1

where N' is the total number of expected events for all classes and N is the number
seen. P; is the total PDF which is normalised for the expected numbers of all

sub-class components.

4.2.1 MINUIT and RooFit

The fit is ultimately handled by the software package MINUIT [56] which provides
function minimisation and error estimation. The function which is minimised is the

negative log-likelihood.
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RooFit [57] is an object-oriented C++ toolkit developed at BABAR which interfaces
to MINUIT and is fully integrated to the ROOT analysis framework [58]. RooFit
handles the PDF construction, ensures proper normalisation over all variables and
provides the front-end interface to the MINUIT minimisation routines. RooF'it tools

are used extensively in the analysis code.

4.3 Fit implementation

The unbinned extended maximum likelihood fit method is implemented for both

analyses to extract the following parameters from the data.

N5inal. The total number of B* — K**70 events in the case of the K*

analysis or the total number of B¥ — p* 7% events in the case of the p analysis.

NCent: The total number of continuum background events.

ASwgnal — (N Signal(=) _ Signal(+)) /Ny Signal . The charge asymmetry of the

signal BT — K**70 events or B* — p*7° events.

AC": The charge asymmetry of the continuum background events.

4.3.1 The event PDF and likelihood

The likelihood, L, for the selected sample is given by the product of the PDFs for
each individual event. The fit minimises the quantity —2In £ which is equivalent to
maximising £. The PDF for a given event 7 is the sum of the signal and background
terms, with an overall normalisation factor of 1/N, N being the total number of
events in the data sample. The likelihoods for each analysis are very similar, the
only difference being the treatment of the mistag component for the B* — p*r0

analysis. The PDF's used are described below.
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B* — K**7#° likelihood

The B* — K**70 event likelihood used is

NTOtalPZ' — NSignal . % [(1 _ QASignal) f rpgég;(;l (1 o QASignal) ( f) PSzgnal

Truey

1
- Y NP1 Qag?) B
ji=1l,n
1
+NCont . 5 . (1 _ QACont) . rPiCont

where PP is the likelihood for mode z for event 7, N” is the expected number of
events in that category, A” is the charge asymmetry, () is the charge of the kaon in
the event and f is the fraction of SCF signal events. The latter is obtained from
simulation and is fixed to 35.5%, as in Section 3.6. The total number of fitted events

is therefore the sum of the true and self-cross-feed events.
B* — p*x° likelihood

The B* — p*n° event likelihood used is

NSignal 1
NTotaeri — - [(

1— QASignal) . fSCF . PSignql
( + fMista,g) 2 SOR
Signal
— QA% (1 — fsor) - Prie:
Signal
QA% - frristag - Phisstag.

QABB) nPfZB

l\Dl»—l

+ (1
+ (1=
P

+NC’0nt L. (1 _ QAC’ont) . rPiC’ont

N | =

where the terms are as above, fscr is the fraction of correct charge SCF signal events,
and faristag is the ratio of wrong charge to correct charge signal events. Thus the
number of correct charge events (i.e.‘True’ + ‘SCF’) is equal to N9 /(1+ furisiaq),
while the number of mistag events is equal t0 faristag-V 9" /(1 + fuaristag). Both
fractions are obtained from MC simulation and are fixed to fscr = 39.7% and
[tistag = 7.6%, as described previously in Section 3.6. The total number of fitted

signal events N9 is therefore the sum of the true, SCF and mistag events.
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In both likelihood formulae the 4-D PDF for each mode is the product of the separate
PDFs over the input variables, AE, mps, AN Ntran, and mg«(,):

7’8 = P:%ES,AE,PIIZNNT,,M P’an*(p) (4-4)

where for continuum P, ar is the product of two orthogonal one-dimensional
parametric PDFs. However, due to correlations between AE and mgg for signal and
B-related background, PmEs, AE cannot be properly described by a product of two
orthogonal, one-dimensional PDFs. In principle, one could form a parameterisation
of AFE in terms of mps (and vice-versa), but there is no general parameterisation
available which describes all the various B backgrounds satisfactorily. Consequently
we choose to describe the signal and B background PDFs Prns.AE with a non-
parametric two-dimensional PDF| called a 2-D Keys PDF. The Keys formalism is
described in Section 4.3.2.

For anK*(p), again there is no generic parameterisation that works for all modes, so
non-parametric one-dimensional PDFs (1-D Keys) are used to describe all modes
except truth-matched signal, for which a Breit-Wigner and polynomial are used.
The parameters for this signal PDF are held fixed in the main fit and then varied

within their errors (+10) in separate fits to estimate systematic uncertainties.

For the transformed neural network parameterisation, one-dimensional parametric
forms are adopted for signal and B-related backgrounds. The parametric form is that
of the ‘Crystal Ball’ lineshape defined in Eq.(4.6) below. The shape parameters are
obtained from MC simulation and held fixed in the fit, but later varied within their
errors in the systematic uncertainty studies. For continuum a 1-D Keys is used in
the B* — K**7° analysis, but for the B* — p*7° analysis a parametric form of an
exponential+2"¢ order polynomial is sufficient. The reason for the difference is due to
the lower bound cut on ANN in the two cases; recall the B¥ — K**70 analysis has
a lower bound cut of 0.25, the B* — p*70 a cut of 0.4. The continuum distribution
for ANNppqn rises sharply for low values, and this rise is not well-described by
the parametric form assumed for values above 0.4. Other parameterisations were

investigated, but ultimately a 1-D Keys proved the most robust over the whole range
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of 0.25-1.00. In the case of the parametric description for the B* — p*7% analysis,

all the continuum AN Nr,., parameters are floated in the fit.

A brief description of the parametric forms assumed and the Keys method follows.

4.3.2 Description of sub-component PDF's

Keys

The Keys formalism is a kernel estimation method [59]. It is a non-parametric
method for constructing a PDF, similar in principle to a histogram but invented
to avoid the effect of binning. The principle is that each sample data point used
in the estimation of the parent distribution is replaced by a kernel of probability
about that point. In these analyses for the univariate case, the kernel is given by

the Gaussian kernel f;(z)

) = e (%) (45)

where ¢; represents the data point and h is a parameter called the bandwidth. The
total parent distribution is estimated by the sum over all kernels in the sample.
For the multivariate case, the kernel is a product of univariate kernels. The choice
of kernel is arbitrary and it is difficult to know the optimal choice for a general
distribution. It is therefore reasonable to make the nominal choice by an educated
inspection of the resultant PDF. This essentially means that care is taken to ensure
the PDF is unlikely to be modelling statistical fluctuations. In this analysis the

choice of bandwidth is made in this way for the nominal fit.

Crystal Ball lineshape

The Crystal Ball lineshape is essentially a Gaussian with a power-law tail that is

used here for describing the transformed ANN variable. Its functional form is given
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ARGUS lineshape

The ARGUS lineshape [60] describes the continuum mpgg distribution. It is an

empirically motivated parameterisation and takes the form

A(mES:mmC):%mO 1- (n;ZS)QeXP{Q [1— <77:ri)s)2]} (4.7)

where the kinematic cut-off my = 5.29 GeV/c? is fixed to Ej

beam?

N is an overall

normalisation factor and ( is the parameter that is floated.

4.4 PDF Projections

Projections of the PDF's for selected classes of event which illustrate the functional

forms discussed above are shown in Figures 4.1 - 4.4.

4.5 B-related background

Events from other B decays provide a potentially difficult problem. From MC
simulation it is expected that many of the channels that contribute to the B-related

backgrounds will be ones that are poorly measured if at all.

The B background is treated as having two separate cases. Firstly there is the
dominant contribution from b — ¢ decays which is referred to here as the ‘generic

B background’. The second class of B backgrounds include charmless decays.
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Figure 4.1: Examples of PDF projections for the mgg distributions. The labels correspond to
truth-matched B* — p* 79 (a), correct-charge SCF (b), mistag SCF (c), B® — ptp~ (d), generic
b — ¢ (e) and continuum MC simulation (f).
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Figure 4.2: Examples of PDF projections for the AE distributions. The labels correspond to
truth-matched B* — p*79 (a), correct-charge SCF (b), mistag SCF (c), B® — ptp~ (d), generic
b — ¢ (e) and continuum MC simulation (f).
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Figure 4.4: Examples of PDF projections for the 7* 7% mass distributions. The labels correspond
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To account for the first background case, generic BB MC events are studied to
identify the events where both the B mesons decay inclusively to charm. This
information is taken from the MC truth and it is guaranteed to remove not only
the signal modes from the sample (which will be present in the generic sample at
some nominal level), but also the second type of background which can be studied
in isolation. The generic B sample includes events coming from both BTB~ and
BB° events and these are incorporated into one component in the fit. The PDFs

for this component are shown in Section 4.4.

The second class of background tends to be more problematic as the branching
fractions can be poorly known, and because potentially they can peak at the same
places as the signal events. Over 30 individual MC modes were studied which have
the potential to fake the signal. These modes were identified from the MC truth
for charmless events that were present in the generic B sample before the non-
charm veto was applied, and also from anticipating modes that were not listed in
the MC decay files but could in principle be in the data at some level (typically
with branching fractions estimated to be in the range 10> — 107%). The modes
considered are fully detailed in Section 4.5.4. These modes are added into the fit at
the levels shown in the tables with the expected number entering the fit fixed. The
modes with measured branching fractions and CP asymmetries are assumed to have
the branching fraction and asymmetries as quoted by the Heavy Flavour Averaging
Group (HFAG) [17] unless otherwise indicated. For the modes where only an upper
limit is known, the expected number is estimated by assuming a branching fraction
of half the referenced limit, with an assigned error of 100% of this value. As part of
the systematic uncertainty studies the numbers and asymmetries are varied by the

measured or theoretical error on the relative branching fractions.

Some of the modes bear comment. Although the modes B® — p* pT and B* —
7%7%may in principle display direct CP asymmetries, they will not affect the analysis
in as far as manifesting an artificial charge asymmetry in reconstructing signal events
is concerned. Thus their asymmetry is set to zero and not varied as a systematic.

The radiative inclusive X,y background implicitly includes the mode K*vy. The K*v
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background is significant enough to merit study in its own right. When considering
X, in the fit therefore, the K*7 contribution is removed from X;y MC, and the
assumed BF for this mode is adjusted to reflect the fact that the K*v is treated

separately.

4.5.1 Higher K***, p** and non-resonant backgrounds

The possible presence of non-resonant B* — K*7%7% (B* — 7%71%7%) decays as

well as K*** (p**) resonances® can affect the interpretation of the B — K**gx0

(B* — p*7%) branching fraction and asymmetry in the following ways:

e Non-resonant B* — K*7%7% (B* — 7*7%7%) amplitudes can interfere with
the B* — K**7% (B* — p*n) amplitudes in the K* (p*) mass region. If
this interference is significant — either constructively or destructively — then

the interpretation of the B and A¢p is uncertain.

e Amplitudes for B* — K*7107% (7*7%70) decays via K*** (p**) resonance
states can also interfere with the B* — K**70 amplitudes in Dalitz regions

where the K* (p) and K*** (p**) masses cross.

The possible quantum mechanical interference from these modes can be problematic
if there is a significant amplitude to them. Experimentally, these interference effects
can only be determined from a complete analysis of the Dalitz plane and fits to
the amplitude contributions, however this is beyond the scope of this analysis. An
alternative strategy to estimate the possible contributions is detailed in the next

section below.

Decays of higher K** type (p*™-type) resonances where the final state is not K*r7°
(r%m%7%) can be treated as B-related background, and there is no interference for
these modes. The polluting contribution they may give can be estimated from

simulation.

1 K**+ is used here to denote excitations of the u5 bound state that have masses above the K**
(892) and that decay to the K *70 final state. Similarly p** is used to denote excitations of the
ud state above the p(770) that decay to 7+ 7° [15].
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4.5.2 Effect of possible interfering amplitudes on the branch-
ing fraction measurements from non-resonant decays

The non-resonant B* — K*7%% and B* — 7%7%7° branching fractions have, to
date, not been measured. Although the resonant mass cuts both exclude a large
portion of the non-resonant phase space (~ 96% for B* — K**7° and ~ 91% for
B* — p*%)2, any presence of this mode will inevitably give a contribution to our
signal since it looks similiar in the AE, mgs and ANN distributions (though will be
flatter in the resonant mass region). To estimate the significance of its contribution
we look into a region of the Dalitz plot which is far from our signal and from the
potential K*** and or p resonances discussed below, and which has relatively small
amounts of continuum pollution. Any non-resonant signal is then extrapolated into

the resonant region.

The PDFs used in the non-resonant fit are all assembled from MC samples for
the modes expected in the region. In both cases the only significant backgrounds
expected are from generic B and continuum events. The yields of the generic B
background are fixed to values expected from MC simulation and PDF shape pa-
rameters fixed to the values obtained from fitting the MC samples. The continuum

background yield is left a floating parameter.

This strategy is similar to other quasi-two body prm analyses at BABAR [61] and
assumes that non-resonant production is uniformly populated over the whole Dalitz

plane.

Non—Resonant K*7%7°

As no K** information is implicitly present in our best candidate selection, neural
network discriminating variable or preselection, we can use the events that are re-

jected by our K** mass cut and which lie in the suitable region of the Dalitz phase

2These numbers are obtained from the ratio of the area occupied by the resonant band in the
Dalitz plane to the area of the whole Dalitz plane, assuming the non—resonant mode populates the
Dalitz plane uniformly.
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Figure 4.5: Dalitz plot showing K* mass region (left hand strip) and region from which the
number of non—resonant decays is estimated (triangular region), referred to as region A in the
text.
space (hereafter region A, see Figure 4.5) without additional treatment. In a similar
way as for the K** signal, PDFs for B backgrounds, continuum and non-resonant
signal are formed from MC simulation for the three discriminating variables AF,
mgs and ANNr.,,, for events in region A. A likelihood fit is then performed in
the same phase space region on data using these PDFs to extract the non-resonant
yield in region A, Nyg. In this case, due to the low expected yields, there is no fit

for the charge asymmetry and the candidate charge does not enter into the fit.

Once obtained, Nyg, is then used to conservatively estimate the yield of non—
resonant B — K*797°% in the K** band with the formula NX;° = R x Nyg.
The coefficient R, equal to 0.41, is obtained from a sample of 700k non-resonant
B* — K*7%° MC simulated events and is taken as the ratio of the number of re-
constructed non-resonant events in the K** region to the number of reconstructed
non-resonant events in region A. This implicitly takes into account variations in the

efficiency across the Dalitz plane.

A likelihood fit in region A yields 6.3 = 7.9 non-resonant events. Since we conse-
quently expect less than 3 events in the K™ signal region the non-resonant contri-

bution is deemed negligible, along with any interference due to it.
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Figure 4.6: Dalitz plot showing p* mass region (left hand strip) and region from which the
number of non-resonant decays is estimated (triangular region), referred to as region B in the text.

In an analagous way to the non-resonant K*7%7°, the non-resonant 7+7%7° is esti-
mated from a fit to a sideband in the Dalitz plot. The sideband is shown graphically
in Figure 4.6. There is one principal ‘difference’ to the K*7%7° estimation, namely
that the best candidate selection for the non-resonant 7¥7%7? study is the same as
for the K*7%7°, i.e. a selection based upon a x? formed from the 7° masses. This
is because it makes no sense to apply the best candidate selection which is based
on the p helicity to the Dalitz sideband. However, it should be emphasized there is
actually no difference to the overall extrapolated number of events by swapping be-
tween the algorithms because the best candidate selection by definition never throws
away events. The only difference the selection algorithm makes is which candidate
is actually chosen, which can change the shapes of the PDF's as they are in general
correlated with the Dalitz variables. Thus it is important for any non-resonant PDF
made for the actual p fit to be made with the proper algorithm, i.e. the helicity

based selection. The extrapolation ratio is 0.80.

A likelihood fit in region B yields —5.1 4= 7.6 non-resonant events in a data sample

of 1100 events. This value, though negative, is consistent with zero. Clearly ex-




4.5 B-related background 128

trapolating this number into the p signal region is not physically meaningful, and
therefore the non-resonant contribution is also treated as being negligible along with
associated interference effects. The only main background contributions in the non—
resonant region selected are continuum and generic B events, the latter of which is

expected to be at the level of around 50 events.

4.5.3 Estimation of higher resonance pollution

Higher K*** pollution

Some of the higher K*** resonances can decay to a K*7° final state (Table 4.1).
Although all K*** states peak well outside our K*(892) mass cut, some may still

feed in to the selection due to their large width.

State Mass [MeV/c? | | Width [MeV/c? |
K*(892) 891.66 £+ 0.236 50.8 =+ 0.9
K*(1410) 1414 + 15 232 £ 21
K;(1430) 1412 + 6 204 + 23
K3(1430) | 14256 + 1.5 985 + 2.9
K*(1680) 1717 + 27 322 + 110
K;(1780) | 1776 + 7 159 + 21
K*0 (1950) 1945 + 10420 | 201 £ 34+ 79
K1(2045) | 2045 + 9 198 + 30
K*(2380) 2382 £ 14+19 | 178 £+ 37+ 32

Table 4.1: Possible K*** resonances decaying to K final states.

Conservative estimates for the contribution of these higher modes to our signal are
made. To estimate the contribution a cut is made in the K*7° invariant mass
between 1.2 and 1.6 GeV/c?; this selection is motivated by the presence of the broad
K*5(1430) resonance which is expected to be the dominant source of pollution due

to its large width ( 0.3 GeV/c? [15]). The K*5(1430) is a J¥ = 0~ resonance, and
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therefore any interference with the vector K*(892) should integrate to zero over the
full cos @y range (as described in Chapter 1), providing the distribution in cos 0y
is symmetric. However, due to selection efficiencies this is not the case, and the
effect of interference may actually be observed. To be conservative in accounting for
possible interference effects, a 100% error is assigned to the extrapolated number.
The K**(1410) has a small branching fraction (6.6 £ 1.3)%) [15] to the K*x° final
state, and therefore is not thought to make a significant contribution to any yield
seen in the sideband. If it is present in some small quantity, any interference it may
have with the K*(892) in its tail should be accounted for by the large systematic

assigned.

In this region we make another full maximum likelihood fit to the three variables
AE, mgs and ANN in an analogous way to the signal analysis. PDF's are formed for
continuum, B backgrounds and signal. B backgrounds are fixed, continuum yields
and shapes are floated. Studies indicated there were no significant biases observed

with these PDFs.

After fitting the yield of K*** from the sideband, we use B* — K**(1430)x°
MC events to extrapolate the numbers expected into the signal region. In the MC
sample, the ratio of candidates in the sideband to candidates in the signal region
is approximately 7.7:1. The fit in the sideband yields 261 + 34 events, giving an
estimate of the K*** pollution as 34 4 34 events.

The effect of the choice of range for the K*** invariant mass was investigated by
varying the range and refitting to the data. In all cases the PDFs for every mode
falling in the sideband were remade to account for the change in selection, along with
their associated yields. The results of these fits were compared to those expected
from the B* — K**(1430)7° MC simulation. The results of this investigation are
shown in Table 4.2. The agreement between data and MC is close enough within

errors to believe in the presence of real K*** resonances in the sideband.

The K*** pollution enters as a background component in the nominal fit. The PDFs

used to model it are composed from MC simulated B* — K**(1430)7° events.
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Mass range | Yield | Expected yield
(GeV/c?) | from fit | from MC sim.

1.25-1.55 | 217 + 30 180
1.20-1.60 | 261 + 34 261
1.15-1.65 | 301 +41 284

Table 4.2: Summary of the effect of the choice of K*** mass range. The third column indicates
the yield expected from B* — K *i(1430)770 assuming a yield of 261 events in the chosen range
of 1.20-1.60 GeV/c2.

Higher p* pollution

Similarly for the B*¥ — p*70 analysis, there are potential higher rho-type resonances
which can enter into the signal mass region and possibly interfere. The branching
fractions of these B¥ — p**7° decays are, to date, unmeasured. The only non-
strange vector resonances which can decay to two pions are the p(1450) and p(1700).
These resonances are often considered to be higher radial excitations of the p(770)
[62]. To account for the possible presence of these modes, a fit to the B* — p**x°
yield is performed in a sideband of the invariant mass using the three variables mgg,
AE and ANNyq,. The mass window was chosen to be 1.5 < m, < 2.0 GeV/c?, so
as to be centred near the pole of the p(1700), and to be as far from the p(770) as
possible. In this case, unlike the B* — K**70 analysis, the B* — p*7° branching
fraction is already measured [17] and the fit in the sideband includes this mode as a
background. The size of the expected background yield from the p(770) (and hence
the normalisation of its fixed contribution) is about 41 events from MC simulation,

which are mostly of the SCF type.

The fitted yield for the B* — p**7° decay, is then extrapolated into the nominal
region. However to be conservative, although the choice of mass range is motivated
by the p(1700) any yield seen is attributed entirely to the p(1450), which is the
closer of the two resonances. The extrapolation is then assigned the conservative
systematic of 100%, as in the case of the B¥ — K**7° analysis. From the B* —
p£(1450)7° MC, the ratio of candidates in the sideband to candidates in the signal
mass region is approximately 12.6:1. The fit in the sideband yields 101 £ 32 events,
giving an estimate of the p* pollution as 8 & 8 events. The higher p** then enters

into the nominal fit with PDFs constructed from B* — p*(1450)7% MC simulation.
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Mass range | Yield | Expected yield
(GeV/c?) | from fit | from MC sim.

1.45-2.05 | 128 + 36 137
1.5-2.00 101 £ 32 101
1.55-1.95 45 + 27 70

Table 4.3: Summary of the effect of the choice of p* mass range. The third column indicates
the yield expected from B* — p*(1450)7° MC simulation assuming a yield of 101 events in the
chosen range of 1.50-2.00 GeV/c?.

The effect of the choice of mass range was also investigated. Two additional fits were
performed in the ranges 1.45 — 2.05GeV/c? and 1.55 — 1.95 GeV/c? and the results
were compared with the levels expected from B* — p*(1450)7° MC simulation.
This study is summarised in Table 4.3. As can be seen, the fits are compatible with
the levels expected from MC simulation, giving justification for extrapolating the

yield of 101 events as though they were entirely from the decay B* — p*(1450)7°.

4.5.4 Summary of B backgrounds

Tables 4.4 and 4.5 show the expected levels of B-related backgrounds for the B* —

K**71% and B* — p*7¥ analyses respectively, along with their associated error.
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Backgrounds to K**7° from B-related Sources
Mode Efficiency Assumed B Assumed App Exp'ected
(%) (x1079) yield

(1) Generic b — ¢ | 1.35 x10~* 1.0 0.00 £ 0.00 310.3+17.6
(2) B* - K*n° 3.63 12.14+0.8 [17] | 0.044+0.04 [17] | 101.6 + 6.7
(3) B® — K*p* 2.14 9941617 | 0.174+0.16 [17] | 489479

4) B® — K**p* 1.17 12.0 +12.0 [17 0.00 £ 0.20 32.4432.4

P

(5) BT — p*p° 0.40 26.4 4+ 6.4 [17] 0.00 £ 0.20 244455
(6) B — K**y 0.27 40.2+£2.6[17] | —0.01£0.03 [17] | 25.14+2.2
(7) B — p*r° 0.70 12.0+2.0 [17] | 0.16£0.13[17] | 19.5+3.2
(9) B — X,y 0.02 315 = 30 [15] 0.00 & 0.20 124+1.2
(9) B® — p*r¥ 0.22 24.0 £ 2.5 [17] 0.00 4 0.20 122+1.3
(10) BY — 70K*0 3.12 1.7+ 0.8 [17] 0.00 £ 0.20 122+5.8
(11) B — p*pT 0.15 30.0 £ 6.0 [17] 0.00 £ 0.00 104 +2.1
(12) BT — p*K*° 0.40 924217 | —-0.144+0.20[17] | 85418
(13) B* — ain® 0.12 17.5 4+ 17.5 [63] 0.00 £ 0.20 484438
(14) B* — 7*x° 0.28 55+0.6 [17] | —0.02+0.07 [17] | 3.6+0.4
(15) B* — K**¢° - - 0.00 £ 0.20 33.9+33.9
Total 660 + 40

Table 4.4: Summary of B backgrounds to B* — K**70,
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Backgrounds to p*7® from B-related Sources

Effici A d B Expected

Mode ciency ssume Assumed ACP Xpecte
(%) (x107°) yield

(1) Generic b — ¢ 1.69 x 10~ - 0.00 392.34+19.8
(2) B® — p*p* 2.12 30.0 + 6.0 [17] 0.004+0.00 | 147.7+£295
(3) B — pEn+ 2.39 24 + 2.5 [17] 0.004£0.20 |132.9+13.8
(4) B* = X,y 0.08 315+ 430 [17] | 0.004+0.04 [17] | 57.6 +5.5
(5) B — rtq® 412 55406 [17] | —0.02+0.07 [17] | 52.5+5.7
(6) B® — a;n° 1.16 175+ 17.5[63] | 0.00 £0.20 46.9 = 46.9
(7) BE — p* 0 0.57 26.4+6.4 [17] | —0.0940.16 [17] | 34.6+8.4
(8) B* — mtK,(— 70 1.49 3.7440.20 [17] | —0.02 +£0.03 [17] | 12.9+0.7
(9) B — K*n0 0.41 12.1+£0.8 [17] | 0.04+£0.04 [17] | 11.5+0.8
(10) B® — x%7° 2.62 1.51+0.28 [17] | 0.00 + 0.00 9.2+ 1.7
(11) B® — prr® 1.15 1.85+1.85[17] |  0.00 + 0.20 49449
(12) B — 7£K* 0.17 9.76+1.22 [17] | 0.00 £ 0.20 3.840.5
(13) B® — 70K*0 0.90 1.7+0.8 [17] 0.00 £ 0.20 3.5+ 1.7
(14) B* — K*=q0 0.61 2.340.7 [64] 0.00 & 0.20 3441
(15) B — K*p¥ 0.14 994+1.6[17] | 0.17+0.16[17] | 3.2+0.5
(16) B* — K**v 0.02 40.3+2.6 [17] | —0.01£0.03 [17] | 2.1+0.1
(17) B — p*y 0.65 0.9+ 0.9 [17] 0.00 = 0.20 14+14
(18) B® — K**p+ 0.05 12.0£12.0 [17] | 0.00 = 0.20 14+14
(19) B= — p*(1450)7° - - 0.00 £ 0.20 8+8

Table 4.5: Summary of B backgrounds to B* — p*#°.
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4.6 Fit validation

The complete fit model has now been fully described, with due consideration given
to all the significant backgrounds that affect each analysis. However, this in no way
justifies its application to the data, rather it must be proven to be robust to a variety

of differing validation tests. This is the subject of the remainder of the chapter.

4.6.1 Fits to individual modes

The first and simplest check to validate the integrity of the fitting code is to set all
the B backgrounds in the likelihood to zero by hand, and then apply the fit to two
individual MC samples — continuum and then signal — but floating the continuum
and signal yields as intended in the final fit. One would expect the fit to return
the true amounts of both, within a reasonable error. The results of these fits are
shown in Table 4.6. The fitted results are in agreement with the expected values,
providing a positive initial check of our fit. The perfect agreement of the fitted
number with the actual number generated given the error of 449 is merely down
to the fit in this case returning the seeded value which is the number of generated
signal events. Different initial starting values return differing fitted yields consistent
with the size of this error. The large error from fitting the continuum to the signal
MC (49 £ 1400) are due to the problems inherent in fitting the parameters of the

continuum PDFs to what is essentially nothing.

A test was also conducted whereby a fit was performed to a sample composed of
continuum, generic B and signal MC. The results of this fit can be seen in Table

4.7. Again the fitted results are in agreement with the initial sample sizes.

4.6.2 Toy Monte Carlo studies

It is important to validate that the fit is performing properly, i.e. that it is not

biased and that the errors on the fit yields are estimated correctly. To initially test
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Generated No. of Events [Asymmetry]
Fitted Mode B* — K**70 Continuum
Generated number 201522 [0.0] 9862 [0.0]
B* — K*g0  NFi || 201522 + 449 0.81+1.26
A —0.0140.016 2.943.0
Continuum ~ N 4941400 9861.1 + 99.7
A 0.38 £+ 4.00 —0.0424+ 0.012

Table 4.6: Results of the full fit applied to various MC samples. The fitted parameters are all in
agreement with expectation.

Generated No. of Events [Asymmetry]
Fitted Mode || B* — K**7°% | Continuum | Generic B (b — c)
Input number 10000 [0.0] 9862 [0.0] 662 [0.0]
N 10042 £+ 111 99701132 513188
Af —0.015+0.011 | —0.040+0.012 —0.036+ 0.17

Table 4.7: Results of the full fit applied to a single MC samples composed of generic B(b — ¢),
continuum and signal. The fitted parameters are all in agreement with expectation, within errors.

the fit, ‘toy’ MC studies were performed. These involved 1000 separate experiments
where each experiment involved using the PDFs to generate a dataset of ‘events’
with values for the four variables [mpg, AE, AN N1yqy, m, +=|. Each dataset is then
treated like the real one, with the full fit performed to extract both the signal and
continuum yields and asymmetries. The generated number for each fit component
was determined by randomly fluctuating the expected number according to a Poisson
distribution. The expected numbers for each mode are taken from Tables 4.4 and 4.5
for the B backgrounds, along with ~ 22000 (~ 47000) continuum and ~ 110 (~ 380)
signal events, the latter being the expected number of K* (p) events for a branching
fraction of 3 (12) x 1075, In addition, samples were created with differing asymmetry

values, Acp = —1.0, — 0.5, 0.0, 0.5, 1.0.

The potential bias within the fit is examined by forming the pull which is defined
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as: _ .
X xi
pull = T "~ e (4.8)
ol
Fit
Here X7 can be either the number of events or the charge asymmetry fitted

Fit(Ezp)

(expected) for mode j with o7, the error on the fit variable.

Figure 4.7 shows the pull distributions for the B* — K**7° mode. Pulls for the
B* — p*70 studies are shown in Figure 4.8. In both cases the pulls are centred
on zero as one might expect and the widths are approximately one. This gives
confidence that the fit is structured correctly and performing as expected. In the
case of the asymmetry pulls, it can be seen that the fit slightly overestimates the
error. The exact causes of this are not known as the fit error estimation is non—

trivial.

However, a solution is simply to multiply the error on any final measurement on
data by the appropriate correction factor — after all this is one of the purposes of

the toy experiments. Further discussion of this point is left until the final chapter.

4.6.3 Toy studies using full Monte Carlo simulation

As a further validation check yet another series of toy Monte Carlo studies were un-
dertaken where, for certain components including the signal, fully simulated Monte
Carlo events were used instead of generating with the PDFs. The selection of these
fully simulated events was done randomly and care was taken to ensure there were
ample statistics available in the component samples such that repeated selection of
events from experiment to experiment was rare. All the samples used were events
which had passed the selection criteria. These studies were used to test primarily
that the signal component is correctly modelled in the fit, taking into account any

subtle correlations that might not be obvious initially.

The results of these studies are shown in Figures 4.9 and 4.10. There are no biases

seen in the number of fitted signal events nor in the asymmetry. This gives further
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Figure 4.7: B* — K**7° pull distributions from toy MC studies. The plots show the pulls for
the total number of signal (left) and Acp (right), Superimposed are Gaussian fits to the data.
(a) and (b) are for Acp =0, while (c) and (d) are for Acp =0.5. Pull distributions for the other
non-zero Acp values are also consistent with zero bias and unit width.
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Figure 4.8: BT — p79 pull distributions from toy MC studies. The plots show the pulls for the

total number of signal (left) and Acp (right), Superimposed are Gaussian fits to the data. (a) and

(b) are for Acp =0, while (c¢) and (d) are for Acp =0.5. Pull distributions for the other non—zero
Acp values are also consistent with 0 bias and unit width.
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Figure 4.9: Pull distributions from toy MC studies using full Monte Carlo for the signal B* —
K**719 mode. The plots show the pulls for the total number of signal (left) and Acp (right).
Superimposed on both are Gaussian fits.

confidence that the fit is functioning as intended, and that the model is fully self-
consistent with itself and the MC samples from which the PDFs are formed. It
remains to be proven that the model is a true reflection of the real world, and there
is one further study that is performed for this final validation before fitting to the
data. This study is left until the end of the chapter.

Comparing Figures 4.7 and 4.9, we can see that the error on the asymmetry is
overestimated in both cases. The value of the width of the Gaussian fit is about
0.92 in both cases and is significantly different from 1; however no correction is
applied for this effect as the error remains on the conservative side and the value of

0.92 is acceptably good.

4.6.4 Optimisation of ANN

It has been shown that the dominant source of background to this analysis comes
from light—quark continuum production, and that the most effective way to discrim-
inate against it is with the ANN variable. In order that the highest significance on
any observed yields is attained it was decided to optimise both of the analyses using

the selection cut—off of the ANN variable.

The optimisation procedure adopted was to maximise the significance of the mea-
sured N%9"al_ To do this a branching ratio of B(B* — K**7% K* — K*70%)=7 x
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Figure 4.10: Pull distributions from toy MC studies using full Monte Carlo for the signal B —
pt7m® mode. The plots show the pulls for the total number of signal (left) and Acp (right).
Superimposed on both are Gaussian fits.

1076 is assumed in the B* — K**70 analysis, and B(B* — p*7%)=12 x 107 in

0 analysis. Toy studies were performed where the cut—off on

the case of the p*r
the ANN variable was progressively increased to reduce the number of continuum
background in the fit. The significance of the measured value of the signal yield was
then calculated for each of the cuts on ANN. It was hoped that an optimal cut on

ANN can be clearly determined.

In performing the toy studies, the relative efficiencies of the signal and various
background components for the various ANN cuts was taken into account by the
number of events of each type generated. The ANN variable is varied between 0.2

and 0.9.

The statistical significance is defined in as

Significance = \/—21In(Lywi/Lraz) (4.9)

where L/, is the likelihood value from the fit and £y, is the likelihood from the

fit assuming the null hypothesis, i.e. setting N*¥"¢ to zero.

For the B* — K**70 1000 samples of toy MC generated data were fitted for each cut
on ANN. For each toy study, the significance distribution was fitted with a Gaussian
as shown in Figure 4.11. The mean of the significance distribution for each cut is

shown in Figure 4.12. Tt is clear from this plot that the significance drops for values
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of ANN > 0.65. Below this value though, the significance is greatest for the lowest
value of ANN considered. In order to maintain high significance a cut of ANN > 0.25

was chosen.

Similarly for the B* — p*7° analysis, 1000 samples of toy MC generated data were
fitted for each cut on ANN. In this case, the significance starts to decrease slightly
below around 0.4. Consequently, a cut of ANN > 0.40 was chosen as the optimum

value.

Chi2/ndf = 42.6/30
Constant =33.14 + 2.218

Mean = 5.63 + 0.05352
+ + Sigma =1.019 £ 0.0485

I
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Figure 4.11: A Gaussian fit to the distribution of significances for the B¥ — K**7° yield
assuming B(B* — K**79 K* — K+79%)=7 x 1075 and with a cut on ANN = 0.25.
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Figure 4.12: (a) The mean of the significance distributions for the different cuts on ANN applied

for the B* — K**79 analysis. The significance of the cut is reasonably flat for all cuts on ANN

below 0.6. It should be noted that the points are correlated. (b) shows the efficiency of the ANN

cut applied with respect to all other cuts for continuum versus K**7% signal MC. Each point

corresponds to an increasing value of the cut on ANN, with ANN = 0 corresponding to 100%

efficiency. The star corresponds to the value chosen for the B¥ — K**70 analysis, ANN > 0.25.
An analogous investigation for the B¥ — p*7° yields an optimal cut of ANN > 0.40
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4.7 Blind fits to data

There is one further validation study of the fit model that is wise to undertake.
This is to examine the distribution of likelihoods from toy MC experiments which
are seeded with the fitted parameters from a blind fit to the data. The purpose of
the blind approach is to avoid influencing the direction of the analysis in ways that
may compromise its impartiality. It would be unsatisfactory to conclude the model
is wrong based on a posteriori knowledge or assumptions of what the results ‘should’
be, founded on some degree of prior expectation. By examining the distribution of
the likelihoods, the only conclusion one may draw is that the model is likely or
unlikely to represent the data. No further information can be extracted about the
inconsistencies, therefore one is not tempted to change the model in a specific way

such that it fits the data better.

Mechanically the blind approach to this validation is implemented by caching the
results of the fit to the data. The information in the cache is then read by the
software used to generate toy MC datasets, but is otherwise kept unreadable. The
toy MC datasets are created with the signal and continuum asymmetries and yields
fixed to their fitted values, with the usual Poisson smearing applied to the yields.
The continuum component of the datasets are generated with the continuum PDF

constructed from the fitted parameter values.

The toy datasets are fitted in an exactly analagous way to the blind data fit, with
the results also kept hidden. The only output that is stored in each experiment is
the value of the minimum log-likelihood obtained from fitting to that particular toy
dataset. If the model describes the data well the value of the maximum likelihood
from the fit to the data should be close to the peak of this distribution. Figure 4.13
shows the distribution of log-likelihoods from the toy studies with the value of the
log-likelihood from the data fit indicated, for both analyses. As can been seen in
each case, the value of the log-likelihood from the data fit is close to the mean of

the distribution, thereby giving confidence that the model describes the data well.
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Figure 4.13: Distribution of likelihoods from toy MC experiments seeded with values from a blind

fit to the data. The top plot is for the B* — K**70 analysis, the bottom is for B — p*70. The

values of the likelihood from the fit are shown as vertical arrows, indicating the model describes
the data well.
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Chapter 5

Results and conclusions

5.1 Introduction

This chapter presents the systematic uncertainties which affect the analyses, the
final results of the branching fraction and direct CP asymmetry measurements for

the decays B* — p*7° and B* — K**7°, and the conclusions.

5.2 Analysis of systematic uncertainties

The following section details the systematic uncertainties which affect this analysis.
It is split into three sections: The first section describes the systematic uncertainty
associated with the yields, which affects the significance of the result. The second
section describes the systematic uncertainties when calculating the branching frac-
tion from the yields. The third section deals with the systematic uncertainty on the

asymmetry measurement.

The systematic uncertainties associated with background estimation and the model

are all evaluated by refitting the data.
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5.2.1 Systematic uncertainties on the yields

Systematic uncertainties from background estimation

Although the continuum background yield is allowed to float in the fit to the data,
the backgrounds from B-related sources identified from simulation are fixed to the
levels determined from their efficiencies and assumed branching fractions as shown

in Tables 4.4 and 4.5.

Some of the individual B backgrounds have been well measured and for these modes
the number of events fixed in the fit is varied by assuming a branching fraction change
of 10 where o is the quoted error on the measurement. In some cases there is only
an upper limit available for the decay, and in these instances the branching fraction
assumed is half the upper limit. These modes have their branching fractions varied
by £100% of their assumed value (i.e. £50% of the upper limit). For the generic B
component we fix the rate based on the efficiency seen in the generic B Monte Carlo
sample, and vary the amount based on the statistical uncertainty of the number. In
the B — K**n° (B* — p*n¥) analysis the higher K*** (p**) contributions are
included in the fit at the level described in Section 4.5.3. An uncertainty of 100%
is assigned to that number. The shifts in the fitted signal yields are found for each
mode in turn and then added in quadrature to find the total systematic error. The
results of the five biggest background contributors to the the variation in signal yield
are shown, for each analysis, in Tables 5.1 and 5.2. In the B¥ — K**70 analysis,
the largest individual contribution to the systematic uncertainty comes from the
K**%* estimation; in the case of the B* — p*7° analysis it is from the B — a;7°,

not the p**.

The total effects on the fitted number of signal events are:

Signal + x4, 0 _ 4141
ANyom (B* = K*¥1%) = T35
Signal / p+ +_0 _ 4124
ANyo (B* = p*1°) = 175
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B* — K**70 Analysis
Variation in Variation in
Background mode
normalisation fitted yield
B* — K;*(1430)7° +34 30
BY — K**pF +32.4 by
B* — prr +3.2 e
B® — 70 K*0 +5.8 e
BY — K*p* +7.9 s

Table 5.1: Table of significant contributions from background normalisations to the systematic
uncertainty on the B* — K**70 signal yield.

B* — p*7% Analysis

Variation in Variation in
Background mode
normalisation fitted yield
B® — a;7® +47 e
B — ptp~ +30 2
BE — prEn” +8 Y
B’ — ptr~ +14 by
B* — pty +1.4 s

Table 5.2: Table of significant contributions from background normalisations to the systematic
uncertainty on the B¥ — p*7° signal yield.

Systematic uncertainties from modelling

While the continuum PDF parameterisations are determined from the fit to data, the

PDF shapes for each of the B background and signal contributions are determined

from MC simulation. The limitations with this approach are that one relies entirely

on the accuracy of the simulation to determine the distributions of the fit variables.

However, the MC samples have already undergone corrections in a variety of different

manners for precisely this purpose, although of course one can never guarantee that
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these corrections necessarily propagate through to the variables considered in the
fit. Additionally, there exist no good control decay modes whereby one can isolate
a large, high purity sample of known decays to a track and two 7° mesons, making
it difficult to verify the relevant distributions in data. There are thus no explicit
corrections adopted in these analyses to the MC PDF shapes to account for this,
except in the isolated case of the truth-matched signal AFE shape, as is this is
known to have a definite data:simulation difference in many charmless analyses.

This correction is discussed below.

Additionally to this, many modes do not have sufficient statistics in the samples
used to ensure that statistical variations — especially in the tails of distributions —
do not have an effect in the overall modelling of the PDFs. To attempt to account

for this uncertainty, the PDFs are remade in two ways:

e Parameterised PDFs: When the PDF has a parametric form, the values of
the fixed parameters are varied within the errors of their fitted value from
simulation. Care is taken to account for any correlations between parameters
by using the parameter error matrix. The eigenvectors of the error matrix rep-
resent the directions in the parameter space along which the variation should
take place, and the degree of variation is essentially +1c in this direction.
The exact details of the error variation are given in [65]. In cases where the
error matrix is approximately diagonal, the parameters can be treated inde-
pendently and varied as such. The two cases where there are fixed—shape

parametric distributions are:

i The signal resonance shapes. These are well described by a Breit—Wigner

lineshape with two parameters - the resonance pole and the width.

ii The Crystal Ball lineshape used to describe the transformed ANN dis-

tributions of B backgrounds and signal.

Some continuum lineshapes have a parametric form, but the parameters are
always floated in the fit and therefore have no modelling systematic associated

to them.
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e Keys PDFs: When Keys shapes are used, the PDFs are remade with the
bandwidth ‘smeared’ to double the value used for the PDFs in the nominal
fit. This amounts to a shift from 0.7 to 1.4 in the two—dimensional case (AFE,
mgs), and 1.0 to 2.0 for the one—dimensional shapes. The effect of this is
to smooth the PDF and broaden strong peaks. As was explained in Section
4.3.2, the initial choice of bandwidth is made by an inspection of the resulting
shape, so that the bandwidth is not so small as to cause the PDF to display
a ‘spiking’ stucture associated with statistical fluctuations in the MC sample
used to create it. It does not therefore make sense to halve the bandwidth
for the systematic study as one would certainly be open to modelling these
fluctuations. The systematic error obtained from doubling the bandwidth is
applied symmetrically in the absence of an obvious strategy equivalent to a

symmetric variation of the bandwidth

The PDF descriptions for each variable are independent, as are the PDFs for in-
dividual modes. Thus the fit to the data has to be rerun once for every variation
of every parametric PDF, every 1-D KEYS PDF and every 2-D KEYS PDF. This
amounts to rerunning the fit over 50 times in both analyses. The changes in the
nominal yield are added in quadrature to give the final uncertainty due to modelling.

The results are summarised below:

Signal [ 4+ x4, 0 _  +15
ANpraie (B = K*=1%) = T34
Signal ( p+ +..0 4T
ANyaie (B = p=n%) = Ty

Systematic uncertainties from AFE

It is possible for the signal peak in AFE to be different in the data compared to
its position in the MC sample. The two-body B* — n*7% analysis at BABAR [66]
records a systematic shift of 5 MeV in the peak position of AE between data and
MC simulation [67]. This analysis is unable to undertake a similar study, for the

statistics in the final data samples do not allow a fit of the mean position of the
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signal AE component. To estimate the effect of such a shift, the PDFs over the AE
distribution for signal are shifted by + 5 MeV and the data is refitted. The change

in yields for the two analyses are summarised below:

ANAGY(BE = K**1%) = +2.2

AN (BE = p*n%) = +2.6

Systematic uncertainties from SCF and mistag fractions

The analyses use the fraction of SCF and, in the B* — p* 7% analysis the fraction
of mistag, as fixed parameters within the fit as determined from the MC simulation.
There are a number of effects that can contribute to these numbers being wrong.
Firstly the truth-matching algorithm is unlikely to be 100% efficient. However this
is not so problematic, for properly reconstructed candidates that get assigned to the
self-cross—feed component will be taken up implicitly in the PDF description. The
main source of uncertainty then comes from the best candidate selection and the rel-
ative probability of selecting a properly reconstructed candidate. This obviously has
some basis on the difference between the data and MC simulation multiplicity dis-
tributions for the signal final states which are heavily influenced by the distributions

% mesons. Studies by the neutrals working group [68]

of low energy, background w
on data:MC differences for the distributions of low energy 7° mesons indicate that
a conservative uncertainty to assign to the SCF fraction is £10%. Similarly for the
mistag, the main source of uncertainty comes from the MC simulation of low energy
charged 7 mesons and the efficiency of their detection. Although the data:MC sim-

ulation agreement is better for the tracking [69] than for the neutrals, a similarly

conservative error of £10% is assigned to the mistag fraction.

The shifts in the fitted number of signal events due to these effects were found to be
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AN BE — K70 = +1.8
ANZERYBY — ptn®) = +12.2
ANy (B — pn®) = +2.0

Systematic corrections from fit procedure

As was described in Chapter 4, toy studies indicated that the fit was unbiased —
the pull distributions had means consistent with zero. Therefore no systematic

correction is applied to the central values of the fitted yields or asymmetries.

Summary of systematic uncertainties on the yields

A summary of the systematic uncertainties on the yields is shown in Table 5.3

5.2.2 Systematic uncertainties on the branching fraction
determination

Systematic uncertainties on the calculation of the branching fractions B are listed
in Table 5.4 and detailed below. Corrections are applied to the MC simulation such
that there is better agreement with the data. These corrections inevitably have an
associated error. This section discusses the sources of the errors and the effect they
have on the efficiency. The individual contributions are detailed below. Finally, the

error due to the original number of B mesons in the sample is given.

Neutral efficiency corrections

The recipe used to correct the 7° energy distribution has a systematic error as-
sociated with it, and is provided by the Neutrals Working Group [68]. The rec-

ommendation is for an uncertainty of +3% on the efficiency be added linearly for
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Absolute Systematic Errors on Yields (B* — K**70)

Source ogied(B* — K**1°) (Events)
Background Normalisation i
PDF Shapes T
AF shift +2.2
SCF fraction +1.8
Total i

Absolute Systematic Errors on Yields (B* — p*r?)

o5 (B — pm°) (Events)

Background Normalisation s
PDF Shapes iy

AF shift +2.6

SCF fraction +12.2
Mistag fraction +2.0
Total e

Table 5.3: Table of sources of systematic errors on the yields. The total systematic error on the
yields is the sum of the individual contributions added in quadrature.

each 70 with a +£2% error per 7 to be added in quadrature to account for the

0

variation in 7° efficiency over the momentum range. Adding these in quadrature

(1/[3 + 3]2 + [2 + 2]?)gives the total relative systematic error due to the 7¥ efficiency
differences to be 7.2%.

Systematics from track PID

There is no standard procedure for estimating systematic uncertainties due to PID.
The PID corrections are derived from control samples of fully reconstructed decays
such as D** — 77 D% — K—«"). This decay for instance yields a sample of negative
kaons and a sample of positive pions over some momentum distributions appropriate

to this event topology. By applying the PID selection requirements to these samples
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one can determine the efficiency of the chosen selector for the given species, at a given
momentum, in a given region of the detector acceptance, etc. Comparisons between
the efficiency of PID in the MC simulation and the efficiency of PID in the data are
used to build the PID tables prescribing the efficiency correction probabilities for
a given selector, species, charge, and detector region. Using these tables incurs a
systematic error due to the uncertainty in the probabilities from the statistics used to
calculate them. However, these tables are only really ‘true’ for the decay mode used
to make them and in general the data:MC differences will be different for differing
event topologies [70]. The ‘correct’ procedure to estimate the systematics due to PID
is to perform a fairly involved study comparing the performance of the chosen PID
selector on the given analysis using MC truth, and relating the efficiencies obtained
therein to the efficiencies in the PID tables. To the degree that the MC efficiency for
PID on the given analysis obtained from truth agrees with that for the MC control
sample, it can be reasonably assumed that the analysis procedure applied to real
data has a similar PID efficiency to the real data control sample. However, in the
absence of this study (which is only necessary if knowing PID systematics accurately
is critical to the analysis), the recommendation of the PID Working Group [71] to
allow for the disparity between PID efficiencies between the control sample and
a ‘typical’ analysis is put at 1%. As this analysis is dominated by the neutrals

correction at 7.2%, the value of 1% for the PID uncertainty is adopted here.

The additional systematic to be applied is to integrate the PID correction uncer-
tainties from the table over the momentum and acceptance of the final sample of
tracks. This is estimated to be 1% in both analyses. To be conservative these two
systematics are added linearly rather than in quadrature to give a total error of 2%

from PID. The same value is used for both analyses.

Systematics from tracking efficiency

The Tracking Efficiency Task Force has detailed recommendations on what system-
atic error to assign to tracks from the GoodTracksLoose list, ranging from 0.8%

to 3.5% depending on event multiplicity and whether the correction tables were
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used [69]. The systematic error on the efficiency for a single charged track when the

tracking correction tables are used is 0.8%, and is the error used here.

Total systematic error due to efficiency calculation

Adding all the above contributions in quadrature gives a total relative systematic
error on B to be:

where the dominant effect comes from the uncertainty in the efficiency of the 7°

reconstruction. This uncertainty is applied for both analyses.

Systematics from B counting

It is assumed that the branching fraction for 7°(4S) — BtB~ is the same as for
T(4S) — B°B®. The error on the total number of B events from B counting is

1.1% [72]. This is taken as the relative error on B due to this effect.

Summary of relative systematics uncertainties affecting B

Table 5.4 summarises the relative systematics uncertainties affecting the calculation

of the branching fraction B.

5.2.3 Systematic uncertainties on Acp

Systematic effects from detector asymmetry

The cross section for the interaction of kaons with protons and neutrons differs with
charge. K~ generally have a higher interaction cross—section with nuclei compared
to KT in the momentum range accessible to BABAR. This cross section is also

momentum—dependent with the K ~p cross section rising to more than ~ 6 times
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Relative Systematic Errors on B
Source 08ys. (B* = K**7° and B* — p*n°)

Neutral efficiency +7.2%

PID Efficiency +2%
Tracking Efficiency +0.8%

Total Efficiency +7.5%

B Counting +1.1

Total Relative Systematic on B +7.6%

Table 5.4: Table of sources of relative systematic errors on the branching fraction. The total
systematic error on the branching fraction is the sum of the individual contributions added in
quadrature.

the value of the KT p cross section [15]. The source of the asymmetry is due to the
presence of the u quark in the K, which can annihilate with the u quarks in the

nucleon, unlike for the K.

The detector absorption asymmetry from inelastic collisions is conveniently already
built into the MC simulation, and therefore the resulting asymmetry of the final
signal B* — K**7°% MC sample is taken as the systematic shift. The final signal
MC sample has 102,373 positively charged candidates and 99,149 negatively charged
candidates. The statistical error on these numbers is about 310 from counting
statistics, thus the systematic shift due to the detector asymmetry is significant and
estimated to be (99 — 102)/201 = —0.015. This asymmetry shift should be seen in
the data, so 0.015 needs to be added to the final value of Acp for B¥ — K**70,
The error on this asymmetry correction was considered to be negligible, since a
poor simulation of this effect is largely taken up by the PID correction explained in

Section 3.4.2.

Pions do not suffer this asymmetry to the same extent for the isospin (i.e. proton—
neutron) asymmetry in the detector is small. The MC simulation supports this

assumption with a final signal sample asymmetry of less than —0.005. Therefore
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the potential systematic shift from detector asymmetry effects is considered in the

B* — K**70 analysis only.

Systematic uncertainties from background asymmetries

The asymmetries of the background contributions were shown in Tables 4.4 and
4.5. They corresponded to actual measurements, if they existed. In the cases where
no measurements existed, zero asymmetry was assumed. In order to calculate the
effects of systematic shifts in these asymmetries the following procedure was adopted.
Each mode was varied by +10 where o is the measured error, and the subsequent
shift in the fitted asymmetry was found. For contributions with no measurement,
an assumed value of o of 0.2 was used. The individual shifts were then added in
quadrature to find the total systematic error. In the B* — K**70 analysis, the

greatest individual contribution comes from the K*** estimates.

0pCh (B = K**7%) = +0.040

oplh(B* — p*1%) = =£0.014

Systematic uncertainties from background yields

A small shift was observed in the fitted value of Acp due to the normalisations of

the backgrounds, as supposed to their assumed charge asymmetry. The shifts were

found to be .
AAEral(BE  K*4p0) = £0.008
AAFIM(BE 5 pFr0) = +0.006

which is incorporated into the systematic uncertainty on the final value of Acp.
The smaller effect on the asymmetry uncertainty in the B — p*7° is because of

the higher signal statistics available in this mode.
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Systematic uncertainties from modelling

A small variation was found in the measured value of Acp due to the PDF modelling.

This was found to be
AAGE (B — K*7%) = +£0.020

AAﬁiZgll(Bi_)piﬁo) = 40.011

Systematic uncertainties from SCF and mistag fractions

As for the yields, varying the SCF and mistag fractions by +10% has a potential

effect on the fitted asymmetries. These are summarised below

o%SH(B* — K*=n%) < +0.001

GSCF(B* = p*n®) < +0.001
ot (g _y pEg0 +0.001
Aop prmd) < .
The mistag fraction has the (small) effect of diluting the asymmetry measurement,
but if the asymmetry measurement is small then the effect is very hard to see. As

all these variations in the measured asymmetry are tiny, they are regarded as being

negligible.

Summary of systematics uncertainties on Aqcp

Table 5.5 summarises the systematic uncertainties on the charge asymmetry mea-

surements.
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Systematic Errors on Asymmetries

Source 040k (B — K**n0)
Background Normalization +0.008
Background Asymmetry +0.040
Modelling +0.020
Total +0.05

o5Sr (B — p*r°)

Background Normalization +0.006
Background Asymmetry +0.014
Modelling +0.011

Total +0.02

Table 5.5: Table of systematic sources of errors and their contributions to the asymmetry. The
total systematic error is the sum of the individual contributions added in quadrature.

5.3 Results from fit

This section contains the results of the fit to the full Run 1-4 data set, corresponding

to (231.6 4 2.6) x 10° BB events.

5.3.1 Fit results for BT — K*Tx0

A total of 23465 events were fitted with 11955 positively charged. The correlation
matrix calculated by MINUIT for the fitted parameters is shown below:

PARAMETER CORRELATION COEFFICIENTS

NO. GLOBAL 1 2 3 4 5 6 7
.17107 1.000 -0.128 -0.115 0.019 0.003 -0.014 -0.028
.24763 -0.128 1.000 0.013 -0.119 0.002 0.058 0.176
.11510 -0.115 0.013 1.000 -0.001 -0.001 0.002 0.002
.12083 0.019 -0.119 -0.001 1.000 -0.005 -0.005 -0.038
.26817 0.003 0.002 -0.001 -0.005 1.000 -0.268 -0.001
.27387 -0.014 0.058 0.002 -0.005 -0.268 1.000 0.010
.17655 -0.028 0.176 0.002 -0.038 -0.001 0.010 1.000

N O O W N
O O OO O OO
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where the parameters numbered 1-7 correspond to the following:

Signal

1. AZE,

2. NSignal

3' Ag?;nt’

4. NC’ont’

5. Coefficient of first power in AFE polynomial continuum PDF.

6. Coefficient of second power in AFE polynomial continuum PDF.

7. Argus parameter shape, (, for continuum PDF.

It can be seen that correlations between signal and background modes are generally
small, with the largest being between parameters 7 (£) and 2 (N59"4) taking a
value of 0.176.

The number of fitted signal events was found to be 87 £ 26, where the error is
statistical only. This can be translated into a branching fraction using Eq.(5.1):

NSignal

B (5.1)

T (NB'B—
With a signal efficiency € = 16.48%, this gives the fitted branching fraction to be
B(B* —» K*7° K** — K*1%) =1[2.3 £0.7] x 107°

where the error is again only statistical.

The fitted asymmetry was found to be:
Acp(B* — K**1° K** — K*7%) = 0.02 £0.29

where the error is statistical. The central value must be corrected from the asym-
metry expected for the K+ nuclear interactions of AK? = —0.015 (Section 5.2.3).

The corrected asymmetry, including the systematic shift is therefore

Acp(B* = K**71°, K** — K*7%) = 0.03 +0.29(Stat.)
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The parameters for the background characteristation PDFs were found to be in
agreement with the initial (expected) values. A summary of the fit results for the

B* — K**70 analysis is shown in Table 5.6.

Parameter Fitted Value
K**70 yield 87 + 26
K**7% asymmetry 0.02 £ 0.29
Continuum yield 22744 + 154
Continuum asymmetry || —0.02 + 0.01
Argus shape —-19.9+0.7

Table 5.6: Summary of fit results for B¥ — K**70, including the fitted value of the ARGUS
parameter.

The final results for the B¥ — K**70 analysis inclusive of systematic uncertainties

are shown in Section 5.4.

5.3.2 Fit results for B* — p=x?

A total of 47608 events were fitted with 23789 positively charged. The correlation
matrix output from MINUIT for the fitted parameters is shown below:

PARAMETER CORRELATION COEFFICIENTS
NO. GLOBAL 1 2 3 4 5 6 7 8 9 10 11

1 0.15294 1.000 -0.054 -0.143 0.011 -0.006 0.002 0.002 -0.001 -0.006 -0.015 -0.009
2 0.32862 -0.054 1.000 0.004 -0.175 0.078 -0.027 -0.021 0.008 0.074 0.240 0.115
3 0.14344 -0.143 0.004 1.000 -0.001 0.000 -0.001 -0.001 0.000 0.001 0.001 0.001
4 0.17689 0.011 -0.175 -0.001 1.000 -0.021 0.007 0.006 -0.010 -0.012 -0.061 -0.033
5 0.74996 -0.006 0.078 0.000 -0.021 1.000 0.076 0.049 0.003 -0.001 0.036 0.749
6 0.80897 0.002 -0.027 -0.001 0.007 0.076 1.000 -0.795 0.001 0.004 -0.015 0.089
7 0.80771 0.002 -0.021 -0.001 0.006 0.049 -0.795 1.000 -0.001 0.003 -0.014 0.053
8 0.13779 =-0.001 0.008 0.000 -0.010 0.003 0.001 -0.001 1.000 -0.136 0.008 0.005
9 0.16655 -0.006 0.074 0.001 -0.012 -0.001 0.004 0.003 -0.136 1.000 0.020 0.003
10 0.24394 -0.015 0.240 0.001 -0.061 0.036 -0.015 -0.014 0.008 0.020 1.000 0.047
11 0.75631 -0.009 0.115 0.001 -0.033 0.749 0.089 0.053 0.005 0.003 0.047 1.000

where the parameters numbered 1-11 correspond to the following:

Signal
1. AL,
Signal
9. NSignal,

3. AGHY,




5.3 Results from fit 160

4. NCont,
5. Value of exponent in AN N 7., exponential PDF.
6. Coefficient of first power in AN N4, polynomial continuum PDF.
7. Coefficient of second power in AN N4, polynomial continuum PDF.
8. Coefficient of first power in AE polynomial continuum PDF.
9. Coefficient of second power in AFE polynomial continuum PDF.
10. Argus parameter shape, ¢, for continuum PDF.
11. The ratio R of the relative normalisations of the exponential:polynomial com-

ponents in the continuum PDF for AN N7, (see Section 4.3).

The number of fitted signal events was found to be 367 + 50, which converts to a

branching fraction of:

B(B* — p*r°) =[10.3 £1.4] x 107°

for an efficiency of 15.4%. The quoted error is statistical only. As for the B* —
K**7% analysis, the parameters for the background characteristation PDFs were
found to be in agreement with the expected values from simulation. A summary of

the fit results for the B¥ — p*7° analysis is shown in Table 5.7.

The fitted asymmetry was found to be:

Acp(B* — p*7%) = 0.03 £0.13

where the error is statistical. Unlike for the B* — K**70 case there is no systematic

shift correction to the asymmetry from detector effects.
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Parameter Fitted Value
pr0 yield 367 £ 50
pT70 asymmetry 0.03 £0.13
Continuum yield 46314 + 221
Continuum asymmetry || —0.00 4 0.01
Argus shape —-15.9+0.5

Table 5.7: Summary of fit results for B*¥ — p*#0, including the fitted value of the ARGUS
parameter.

5.3.3 Stability cross-check

As a stability check, the fits were redone without the mass variable used in the
fit. If the signal yield were to change subtantially, in particular if it significantly
increased, this would be suggestive of some significant background unaccounted for
which shares the same or similar final state but is not peaked in the h*7? invariant

mass. The results of the fit without the mass included for both analyses are
Yield(B* — K**7%) = 88 + 29

Yield(B* — p*n°) = 352 + 51

These results are consistent with the full fit using the mass, giving confidence there

are no significant missing contributions.

5.4 Final results inclusive of systematics

For the B* — K**70 analysis, the absolute systematic error on the yield is, from
Table 5.3, "1 events. This translates to a relative systematic error of *}57%.
Similarly for the B* — p*70 analysis, the absolute systematic error on the yield is
+183 events, translating to a relative systematic error of *39%. The total relative
systematic error on the branching fraction is thus the quadrature sum of the relative
systematic error on the yield, and the relative systematic error due to the efficiency

and B counting, as given in Table 5.4.
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The significance of the branching fraction, not including the systematic errors is

determined from the following equation:

Significance = +/—21og(Lnui/Lraz)

The values of the likelihoods from the final fit and the fit assuming the null hypoth-

esis for signal gives a statistical significance of:

Significance = 4.20

Including systematic uncertainties' the significance of the result is

Significance including systematics = 3.80.

The final fit results for the B* — K**70 analysis including systematic errors are
given below.
B(B* — K**7% K** — K*7%) =[2.3 £0.7 (Stat.) 0.4 (Syst.)] x 1075
Acp(BE — K**70) =0.03 +0.29 (Stat.) +0.05 (Syst.)

From isospin symmetry one may write the K* state as
11 1/11 1 2 /(1 1
— = )=4/=1|== 1,0 = |=,—= 1,1
530 = Vs (2 o)+ 5 (35)+nm)

where the first term on the right hand side represents the isospin decomposition of
the K+7° state and the second term that of the K%r*. The assumption that the

branching fraction of (K** — K*7°) is 1/3 implies the total branching fraction is

B(B* = K**7%) = [6.9 4+ 2.1 (Stat.) £ 1.2 (Syst.)] x 1075.

The final fit results for the B* — p*7% analysis including systematic errors are given
below.
B(B* — p*n°) =[10.3 +1.4 (Stat.) £0.9 (Syst.)] x 107°
Acp(BE — p*n®) =0.03 40.13 (Stat.) 4 0.02 (Syst.)

!The value of the signal yield is fixed to the lower bound from the systematic uncertainties
associated with the yield only, and the fit is redone.
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Figure 5.1: Likelihood curves for (a) N99na and (b) A%9na for the BT — K** 70 analysis.

The significance of the B — p*7° result including systematic effects is 8.7. Figures
5.1 and 5.2 (a) and (b) show the likelihood curves for each of the fitted number of

signal and asymmetry respectively for the two respective analyses.

5.4.1 Signal-enhanced discriminating variable projections

To give confidence in the results, it is useful to perform a visual check of the distribu-
tions in real data of the discriminating variables with the appropriately normalised
component PDFs overlaid. If the likelihood fit yields N signal events, there should
appear to be approximately N signal-like events peaking above the backgrounds in
all the variables considered. However, given that these analyses are both dominated
by large continuum backgrounds, any projection using the full data set will not show

significant signal that can be discerned by eye. Instead, the data set is reduced in
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Figure 5.2: Likelihood curves for (a) N99™ and (b) A%%™ for the B* — p*7° analysis.
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size in such a way that signal events appear enhanced when making the plots. This

is done by making an event by event cut on the likelihood ratio R, defined as

Nsignalpsignal (6)

Rle) = NiignatPsignai(€) + > NPIPPC (e)

(5.2)

where e is the event index, /V; are the central values of the yields from the fit and
P; are the PDFs with the projected variable integrated out. For example, if the
plot was to be of mgg, no information about mgs would be used to make the plot
(otherwise one would simply be selecting events which fall under the peak in mgg).
What the likelihood cut does is effectively select events which fall under the peaks in
the other three variables (i.e. events with a high value of the likelihood), and if all is
well with the fit these events should fall under the peak in mgg too. In making the
cut, there is an associated efficiency loss suffered for each of the background modes
and the signal. This efficiency, €moge, is determined from MC simulations, and the
overlaid PDFs are normalised in the plots by the value Nyode-€mode- The value of

the cut chosen for each plot is not optimised, but is based on judgement.

The projections from the B¥ — K**70 analysis of mgg, AF, the transformed
ANN variable and the K* mass are shown in Figure 5.3 (a-d), whilst the equivalent

projections for the B — p*n® analysis are shown in in Figure 5.4(a-d).

The error bars in the plot are asymmetric due to the nature of the Poisson distri-
bution and are not simply /N errors. To obtain these error bars one integrates
the Poisson distribution about the mean until one gets 34% on each side (repre-
senting 68% of the total, and hence 1 o each side) thereby ensuring that there is
no probability overflow below zero. The distribution of points around the fit mean,
especially for the B¥ — K**70 analysis, might be suggestive that these errors are
overestimated (the correlation between the points and the fit appears in some cases
to be too strong). However, in the case of both mgs and AE, the variables do have
correlations and integrating the 2-D PDF over the other dimension does not yield
a completely independent PDF. It is not unreasonable to suppose an effect of this

will be that some events are preferentially selected over another and will therefore
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Figure 5.3: The distributions for mgs (a), AE (b), transfromed ANN (c), and K** mass (d)
are shown, for candidates passing a cut on the likelihood ratio R (see text). The plots are for the
B* — K**7° analysis. These plots do not represent the full information used in the maximum
likelihood fit but rather a subset of the data. In each plot the solid line represents the total
PDF, the dotted-dashed line represents the continuum contribution, the dotted line represents the
continuum + B background, and the dashed line represents the signal component.
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Figure 5.4: Plots of the fit variables with a cut on likelihood ratio for the B* — p*7° analysis.

The distributions for mgs (a), AE (b), transformed ANN (c), and p mass (d) are shown, for

candidates passing a cut on the likelihood ratio R (see text). The plots are for the B* — p*r°

analysis. In each plot the solid line represents the total PDF, the dotted-dashed line represents

the continuum contribution, the dotted line represents the continuum + B background, and the
dashed line represents the signal component.
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distort the distributions of points in some way. The manner in which this is done
is not obvious as the structures of the PDFs are complicated. It is only when the
distribution of points over all four variables is considered that one can make a proper

judgement.

5.5 Conclusions

B* — K**7° conclusions

Measurements of the charge asymmetry and branching fraction for the decay B* —
K*:7% (K** — K* 79) have been made using an extended maximum likelihood
fit. The continuum background contamination was floated within the fit and the
B-related contamination was estimated using Monte Carlo simulation and its nor-
malisation was fixed in the fit. The results obtained for the branching fraction mea-
surement are multiplied by a factor of 3 to account for the isospin decomposition of

the final state, to give a total branching fraction and asymmetry of:

B(B* — K**r9) =16.9 +2.1 (Stat.) +1.2 (Syst.)] x 1076
Acp(BE = K**:7%) =0.03 £0.29 (Stat.) £0.05 (Syst.).

The statistical errors are consistent with errors expected from Monte Carlo studies.
The significance of the branching fraction result including systematic errors is 3.8¢0
showing evidence for this decay. The systematic error of the branching fraction
is dominated by the background modelling as well as the uncertainty in the 7°
reconstruction efficiency. The dominant systematic error on the charge asymmetry

comes from the uncertainty in the backgrounds’ asymmetries.

These experimental results may be compared to the theoretical predictions given in
Chapter 1. The prediction of the branching fraction of Neubert and Beneke [30],
derived from QCD factorization, is B(B* — K**7°) = (3.3 15750106 +17) x 1076

while that of Chiang and Gronau [31], derived from flavour SU(3) symmetry, gives
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a value between (15.0753) x 107% and (22.173%) x 107¢. This experimental result
favours the former prediction but is consistent within ~ 20 of the lower bound of
the latter. It should be noted that the large range of this prediction is due primarily

to uncertainties in the angle ~.

The prediction of Beneke and Neubert for the direct CP asymmetry in this mode
is (8.715412-0129+147) x 1072, Clearly both the experimental result and theoretical
prediction are dominated by large errors, and comparison of the two provides no

discrepancy.

B* — p*x® conclusions

Measurements of the charge asymmetry and branching fraction for the decay B* —
p=7® have been made using an extended maximum likelihood fit. The results ob-

tained

B(B* — p*n9) =[10.3 £ 1.4 (Stat.) £0.9 (Syst.)] x 107°
Acp(B* — p*n®) =0.03 £ 0.13 (Stat.) 4 0.02 (Syst.).

The previous BABAR measurement, using Runs 1 and 2 (~ 82fb™') was

B(B* — p*n?) =[10.9 £ 1.9 (Stat.) +1.9 (Syst.)] x 10°°
Acp(BE — p*n®) =0.24 £0.16 (Stat.) £ 0.06 (Syst.).

The results of the branching fraction measurement are in good agreement. As this
analysis and the previous analysis both use the same data, the shift in the central

value of the charge asymmetry measurement bears comment.

If the analyses were entirely different such that there was no overlap of events, and
the systematic errors were also independent then the errors from the two analysis

all add in quadrature to yield 4/0.132 + 0.022 + 0.162 + 0.062 = 0.22. The difference

of 0.21 between the central values is thus within one standard deviation and entirely
consistent. This scenario is rather unlikely however and there is a good chance that
some events overlap. Omne could then take the other extreme and conservatively

assume the two analyses overlap completely.
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To make a proper comparison between the results then one can break down the
result for Runs 1-4 into two independent measurements - one for Runs 1-2 and one
for Runs 3-4. The estimated measurement for Runs 1-2 is easy - we assume the same
central value as the previous analysis and scale the Runs 1-4 error with luminosity.
This is calculated to be \/m x 0.13 = 0.21, such that the Runs 1-2 asymmetry
measurement is 0.24 +0.21. The asymmetry from Runs 3 and 4 ( 129fb~') must be

(also by luminosity scaling)
(0.03 x 211 — 82 x 0.24)/129 = —0.10,

with a statistical error of \/m x 0.13 = 0.17. The question is then are the
two values —0.10 £ 0.17 and 0.24 + 0.21 from the two data sets compatible? The
significance of the discrepancy is calculated as (0.24—(—0.10))/+/0.172 4 0.16% = 1.5
standard deviations. However this is the most conservative approach to take in the
estimation, and if one accepts that the value of -0.10 depends on the value of the
previous measurement (i.e. 0.24) then the errors are correlated and add to 0.38,
which gives a significance of less than 1. Thus depending on the degree of overlap
one assumes, the degree of compatibility is between 1 and 1.5 standard deviations,

and thus entirely consistent.

The change in systematic uncertainty on the branching fraction is primarily due to
a refinement of the neutrals correction, which is the dominant source of uncertainty
and was larger for the Runs 1 and 2 data. The dominant sources of systematic error
on the asymmetry measurement in the previous analysis were from B backgrounds
(0.05) and the signal modelling (0.03). Although more is known about the branching
fractions of the dominant backgrounds now than for the Runs 1 and 2 analysis,
and that the MC simulation is superior, the fundamental differences between the
analyses are the most likely factors for accounting for the reduction in the systematic
error. In the previous analysis, the p mass was used as a variable in their neural
network, here it is used directly in the fit. The mass range used previously was
0.4-1.3 GeV/c?, far wider than the range used here and therefore allowing larger

background contributions. Another difference between the analyses was with the
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tagging information - previously the fit was divided into tagging categories, whereas

here tagging information is used in the neural network.

The current world average [17] measurement is 12.0 + 2.0 x 107%, making the mea-

surement presented in this thesis superior.

Final conclusions

It is interesting to compare the ratio of the measured branching fractions B(B* —

K**71%) /B(B* — p*7°) with the ratio B(B* — K*7%)/B(B* — n*70):

B(B* - K**1°)  6.9+24
= =0.7+0. .
B(B* = prn%) 103417 O =03 (5:3)

B(B* » K*r%) 12.1+0.8
B(B* — 7*7%) 554 0.6

=2240.3 (5.4)

where any systematic cancellations associated with the measurements have been
ignored. The penguin contribution to Kw-like modes from CKM arguments are
already expected to be significant - the penguins are of order [V;;V,s] ~ A? compared
to the tree contribution which is of order [V%V,] ~ A* - while the B — 770 is a
Al = 3/2, tree-dominated process. The fact that (5.3) is much smaller than (5.4)
is suggestive that the penguin contributions to the K**7% V P process are smaller
than for the PP, where P and V denote pseudoscalar and vector states respectively.
From QCD factorization, this is entirely what is expected due to the behaviour of the

Wilson coefficients prescribing the relative strengths of the contributing amplitudes

in the effective weak Hamiltonian [30].

In [30], the default theoretical prediction for the ratio Eq.(5.3) is 0.24. However,
interestingly there are four additional predictions made under differing sets of the-
oretical parameter scenarios. One of which, named ‘S4’, makes a prediction of the

ratio Eq.(5.3) as being 0.63. This scenario assumes certain particular values for the
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strange-quark mass, the ratio |V,,/V|, and the coefficients of the decay operators
in the effective Hamiltonian (amongst others). The value of the ratio Eqn.(5.3)
presented here gives closest agreement with this ‘S4’ QCD factorization parameter

scenario.
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