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Introduction

| hope you will all be familiar to some
extent with the

Large Hadron Collider

at CERN, Switzerland but will assume
minimal background knowledge

* The largest and most complex
scientific endeavour in history

e Most famous for its observation of
the Higgs boson




Science: The basics

e A bold statement:

@

Science is the art of knowing
what to record, and when



Science: The basics

Science is the art of knowing what to record, and when

With CMS & ATLAS in “discovery mode”, we care about the Higgs
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Science: The basics

* Science is the art of knowing what to record, and when

And one Higgs boson is Bretty

* With CIMS & ATLAS in “discovery mode”, we care about the Higgs

Boson OF rarer USELESS o

- M Wee need'loads of them to b ‘able to study

interaction rate

@ &
 Thatis a needle in a haystack the same mass asthe @

Empire State Building & o

. . . @
* Orifyou collided protons once per second, that is one event every

317 years s 8
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This is why the LHC collides...

~50 protons at a time

X

40 million times a second



This is why the LHC collides...

~50 protons at a time

X

40 million times a second

1 Higgs boson every ~5 seconds



This is why the LHC collides...

~50 protons at a time But this causes problems

X

40 million times a second

1 Higgs boson every ~5 seconds

10



One proton-proton collision
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Many proton-proton collisions
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Many proton-proton collisions
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This is why the LHC collides...

This causes other

~50 protons at a time
problems too

X

40 million times a second

1 Higgs boson every ~5 seconds

14



Incoming Charged
Oxide Insulation Particle

Single Event Upsets

* When energetic charged particles pass through
a transistor, they can change the state

* And there are plenty of charged particles
in the LHC experiments P Substrate

"~ Depletion Region

15



Incoming Charged
Oxide Insulation Particle

Single Event Upsets

* When energetic charged particles pass through
a transistor, they can change the state

* And there are plenty of charged particles
in the LHC experiments P Substrate

* In a microprocessor "+ Depletion Region
* At best this corrupts the data

* At worst it changes the program flow
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Incoming Charged
Oxide Insulation Particle

Single Event Upsets

* When energetic charged particles pass through
a transistor, they can change the state

* And there are plenty of charged particles
in the LHC experiments P Substrate

* Ina microprocessor ““D»:-p etion Region
* At best this corrupts the data

* At worst it changes the program flow

* There are much, much worse effects
* Entire circuits reconfigured
* Transistor shorts power to ground — burn out the chip

* Block the ability to reset or reconfigure the chip

17



Incoming Charged
Oxide Insulation Particle

Single Event Upsets

* Mitigate by having three copies of the logic and
arbitrate by majority logic

* Triple Redundant Logic

. . . 9 P Substrate
 Deep well transistor architectures to minimize

Charge collection Depletion Region

* |nsulating substrates rather than semiconductors
 Diamond, Sapphire, ...
* Or wide band gap substrates
e Silicon Carbide, Gallium Nitride Designing radiation-hard
+ Continual reconfiguration ¢ electronics is a specialist skill

e Called "Scrubbing"

18



Incoming Charged
Oxide Insulation Particle

Single Event Upsets

* Mitigate by having three copies of the logic and
arbitrate by majority logic

* Triple Redundant Logic

: : . 9. P Substrate
 Deep well transistor architectures to minimize

charge collection "« Deptetion Region

* |nsulating substrates rather than semiconductors

 Diamond, Sapphire, ...

* Or wide band gap substrates

* Silicon Carbide, Gallium Nitride

~ The best solution is to keep your
. . most sensitive electronics as far

* Continual reconfiguration N .
+ Called "Scrubbing" away from radiation as possible

19



This is why the LHC collides...

~50 protons at a time

X

40 million times a second < This causes problems too

1 Higgs boson every ~5 seconds

20



Big detectors
for small
particles

CMS




~80k PbWO, Ecal Crystals =
2 @
Big detectors... :
~15k channel Brass/Plastic sampling HCAL =

- ®

~568k RPC/DT/CSC Muon channels

ool
-2

~65M Silicon Pixels

~10M Silicon Strips
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~3500 physicists/engineers
w
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~80k PbWO, Ecal Crystals =
= 40 TBit per second

Bigger data -

~15k channel Brass/Plastic sampling HCAL =
= 10 TBit per second

~568k RPC/DT/CSC Muon channels
= 23 TBit per second
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~80k PbWO, Ecal Crystals .

. = 40 TBit per second =
Bigger data :
~15k channel Brass/Plastic sampling HCAL &
= 10 TBit per second

= ~568k RPC/DT/CSC Muon channels
‘— = \\\ = 23 TBit per second

~65M Silicon Pixels

~10M Silicon Strips

"‘3500 phyS|C|sts/eng|neers




What does that even mean’?

1,000 Petabytes or
250 Million DVDs

1 Petabyte

1,000 Terabytes or
250,000 DVDs

The amount of data that crossed the
Internet in 2012 alone

A video recording of all the meetings that
took place last year across the world

A text transcript of all words ever spoken

100 Petabytes

The amount of data produced in a single
minute by the particle collider at CERN

480 Terabytes

A digital library of all the world’s catalogued
books in all languages

1,000 Zettabytes or
250 Trillion DVDs

1,000 Exabytes or
250 Billion DVDs

https://www.cisco.com/

A holographic snapshot of
the earth’s surface

The amount of visual information
conveyed from the eyes to the brain of
the entire human race In a single year

The amount of data that has traversed
the Internet since Its creation



https://www.cisco.com/

What does that even mean?

100 T objects stored
in S3 up to 2021 (5 MB)

M 140 M hoursiday The amount of data
being produced

71k B e-mails sent from
2020-10 to 2021-09 (75 KB)

LHC raw data in 2018
without trigger selection
(hypothetical)

240k photos/min. S00EB g
shared in 2021 (total) -
(2 MB) =T
60k B spam 51.1k PBly | CERN
e-mails(5 KB) \ 40k EB!/
<> 60 GB/s WLCG <7 yr
:’ transfers in 2018 HL-LHC real
5.4k PB/ < 1.9k PBly data expected in 2026
1000 opbo: 4
@ 65k photos/min.
5 2 YouTube shared in 2021 LHC real
(2 MB) data in 2018 1200 PBly
733 PBly 800 PBly
5 \ HL-LHC Monte Carlo
data expected in 2026
100 300 PBly 263 PBly 252 PBly Ir'jl - 240 PBly g
N 160 PBly
5 720k hours/day
of video uploaded (1 GB) 98.83 M new users 68 PBly 62PBly 30+ B web pages LHC Monte Carlo
, +1.17 M paid subs in 2020 in 2021 (2.15 MB) data in 2018

(1.5 GB and 500 GB, respectively)
10 https://arxiv.org/pdf/2202.07659.pdf
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What does that even mean’?

100 T objects stored
in S3 up to 2021 (5 MB)

M 140 M hoursiday The amount of data
being produced

71k B e-mails sent from
2020-10 to 2021-09 (75 KB)

LHC raw data in 2018
without trigger selection

(hypothetical)
240k photos/min. S00EB ‘w‘y
shared in 2021 (total) "
(2 MB)
eﬁfnkaﬁsfspf(';) 51.1k PBly | CE/RW
@ 60 GB/s WLCG /. 40k EBlyr
:’ transfers in 2018 HL-LHC real
< 1.9k PBly data expected in 2026
5.4k PBly ropbox ' \
1000 D 65k photos/min.
5 3 YouTube - shared in 2021 HC real 1200 PBIy
in 2018
733 PB/ 800 PBly
2 d The amount of data N
data expected in 2026
100 0Bl 263 PBly 240 [PBly g
we can store 160 PBly
5 720k hours/day
of video uploaded (1 GB) 98.83 M new users 68 PBly 62 PBly LHC Monte Carlo
5 + 1.17 M paid subs in 2020

' data in 2018
(1.5 GB and 500 GB, respectively)

10 https://arxiv.org/pdf/2202.07659.pdf
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What does that even mean’?

100 T objects stored
in S3 up to 2021 (5 MB)

ALl Al A

The Higgs is rare, after all

60k B spam

e-mails(5 KB) 511k PBly |

2

60 GB/s WLCG
transfers in 2018

5.4k PBly

ropbox
@ 65k photos/min.
& YouTube o shared in 2021
2 MB
733 PBly ( )
. Q _
300 PBly 263 PB/ f l
y 252 PB/ =
100 Y ~/
5 720k hours/day
of video uploaded (1 GB) 98.83 M new users 68 PBly 62 PBly §0+ B web pages
5 + 1.17 M paid subs in 2020 in 2021 (2.15 MB)

(1.5 GB and 500 GB, respectively)
10 https://arxiv.org/pdf/2202.07659.pdf

1.9k PBly

40k EB/yr
HL-LHC real

data expected in 2026

4

LHC real
data in 2018

1200 PBly

800 PBly

HL-LHC Monte Carlo
data expected in 2026

e

160 PBly

240 [PBly

LHC Monte Carlo
data in 2018
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So what do we do?

* We keep the data safe on the detector

30



So what do we do?

We keep the data safe on the detector
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So what do we do?

* We keep the data safe on the detector for several microseconds
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So what do we do?

* We keep the data safe on the detector for several microseconds

 We quickly analyse some small fraction of the data and select the interesting crossings to keep
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So what do we do?

* We keep the data safe on the detector for several microseconds

 We quickly analyse some small fraction of the data and select the interesting crossings to keep

@

Called Triggering -

&
-y

=y
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So what do we do?

* We keep the data safe on the detector for several microseconds
 We quickly analyse some small fraction of the data and select the interesting crossings to keep
uninteresting crossings to discard

— The LHC is a discovery
: machine, after all

Called Triggering -

&
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So what do we do?

* We keep the data safe on the detector for several microseconds

S

9nd select the interesting crossings to keep
; @

uninteresting crossings to discard

-

— The LHC is a discovery
@ machine, after all

Called Triggering -

@ 36



But!

* |f you get it wrong

* |f your system fails

_you throw away your valuable physics

* |f you take too long

37



But!

* |[fyougetitwrong

* |f your system fails Lyou throw away your valuable physics

* |f you take too long

And that is a *reall

@&

y, really*

expensive mistake

38



So what do we do?

@
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So what do we do?

* We keep the data safe on the detector fonéf;g.iveral microseconds

 We quickly analyse some small fraction of the data an select the interesting crossings to keep

 But the radiation in the experiment is so intense that the
programmable electronics is kept 100m away
* The speed of light costs you 1us to get the data off detector
 And 1lps to get the decision back to the detector
 Leaves 1.2us for all data processing

40



So what do we do?

* We keep the data safe on the detector foféeveral microseconds':

A

 We quickly analyse some small fraction of the data an select the interesting crossings to keep

@

"

»

 But the radiation in the experiment is so intense that the
programmable electronics is kept 100m away
* The speed of light costs you 1us to get the data off detector
* And 1us to get the decision back to the detector
es 1.2ps for all data processing
B + 4800 insteuctions on a 4GHz CPU

41



But recall...

~50 protons at a time

X

40 million times a second This causes other

problems too

1 Higgs boson every ~5 seconds

42



A note on timescales

At 40MHz BX rate, a 4GHz CPU could perform

LEP e- e* crossing rate 45 kHz, Luminosity 7 1031 cm2 s

100 CPU operations (not enough to be useful)
22 us

before the next data arrives )
SPS collider p p. 285 kHz, Luminosity 3 1022 cm2 s-1

 What technology can we use?
\ Tevatron p p. 2.5-7.6 MHz, Luminosity 4 1032 ¢cm2 s

. A B e i i i M Shih Shihdh it fhih At S f s S i S S T T e g

C pp. 40 MHz, Luminosity 4 103 cm= s
JHTOO e

QLN
YRS
e !



Sequential processing

6pm /pm 3pm 9pm




Sequential processing

/pm 9pm




Sequential processing
6pm | 7pm | gpm | 9pm | 10pm | 1lpm | 12pm | Olam | 02am | 03am

That would just be stupid




Sequential processing
---- 02am | 03am_

That would just be stupid

' But this is essentially what a PC does ESEAS
‘L';. '/ ‘ I{ ; ..... i)




Pipelined processing




Pipelined processing
Gom | 7em | Sm | %m | 10pm | 11pm | 12pm | Olam | 02am | 03am_

So why doesn’t my PC do this?
---IEHM-----




Pipelined processing
---- 02am | 03am

So why doesn t my PC do this?

AT N S Y A D™ -7 N I N N

Because writing code like this is
*really, really hard

50
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What technology can we use?

* Application-specific integrated circuits (ASICs):

design encoded into silicon

* Field-programmable gate arrays (FPGAs)

Flexibilit ramming Abstraction
— Parformance, Area and Power Efficienc
CPU: FPGA: ASIC
* Market-agnostic * Somewhat Restricted Market * Market-specific
* Accessible to many * Harder to Program (Verilog) * Fewer programmers
programmers (C++) * More efficient than SW * Rigid, less programmable
% * Flexible, portable * More expensive than ASIC * Hard to build (physical)

27
<&
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Field-Programmable Gate Arrays

* Programmable circuit-on-chip

@
@

52



Field-Programmable Gate Arrays

* Programmable circuit-on-chip

* Upwards of 9 million logic cells & up to 12000
“math” cells

* All clocked at ~500MHz
* Up to O(10'°) operations/second

* Fully parallel and fully pipelineable

=
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Field-Programmable Gate Arrays

* Programmable circuit-on-chip

* Upwards of 9 million logic cells & up to 12000
“math” cells

* All clocked at ~500MHz
* Up to O(10'°) operations/second

* Fully parallel and fully pipelineable

&
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Field-Programmable Gate Arrays

* Programmable circuit-on-chip

* Upwards of 9 million logic cells & up to 12000
“math” cells

* All clocked at ~500MHz
* Up to O(10'°) operations/second

* Fully parallel and fully pipelineable
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Field-Programmable Gate Arrays

* Programmable circuit-on-chip

* Upwards of 9 million logic cells & up to 12000
“math” cells

* All clocked at ~500MHz
* Up to O(10'°) operations/second

* Fully parallel and fully pipelineable

- P

and *really, really* hard to

[ ] [ ] i‘
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2.3kb per 25ns

The CMS Calorimeter trigger

72 x 10 Gbps links
720 Gbps

INpUtS

Link unpackong, Ecal & Heal Linsarzation snd EMH thrashold ] U N p(] C |( & |_| Nned I"iSCI TIO N

Dynamic
clustering

Each box itself

—— g i S S— consists of a

hi.:t:u.::l J ETMET | [Tower ont Tau 348 Sirip
ing-Sum| (Ring-5um| |Ring-Sum| |Secandany - .
| ation
humber of
T oawsar ont Fifered s besr b e o S U mS
Bl Cluis |er Inputs sali b
Jet building pipelined
with pileup
subfraction operq-ﬁons

Isolation&Calibration

Sort

Shape veto,

H/E, isolation, : ] ' Cumulative sort
calibration

Qutputs



What type of algorithms are we talking about?

* Classical algorithms Remember that they have

e Clustering in 2D or 3D to be implemented in a
* Pattern identification/matching fully parHIIEI
* Kalman filtering and

fully pipelined

form
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What type of algorithms are we talking about?

* Classical algorithms Remember that they have

* Pattern identification/matching fully parHIIEI

* Kalman filtering and

. In future fully pipelined

* Particle-flow — full reconstruction of particles and events form

* Machine-learning, BDTs and neural-nets in chip

60



Field-Programmable l f i
Gate Arrays 1

* A chip needs to be attached to something!

* Imperial’s latest platform: Serenity
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Field-Programmable
Gate Arrays

* A chip needs to be attached to something!

* Imperial’s latest platform: Serenity

* 208 optical transmit links &
208 optical receive links @ 28.5Gbps =

5.9 +5.9 Thps

e Skewable to

7.0 + 4.8 Tbps
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Field-Programmable
Gate Arrays

* A chip needs to be attached to something!

1 _ﬂ__=-?:-:l;ﬂlllllllll_

* Imperial’s latest platform: Serenity |y [ i P

A real challenge:

* 30Gbps links requires
~analogue design

* Each chip drawing over
100A of core power

* Heat management a
huge challenge

S

/
i

""i Rid5 i) &

"‘“"V 235 3% RR3

* 6 ground planes — need to control noise

* 4 power planes — need to supply g valtages | I fekalh gl
per chip at up to 100A | e

* 6 signal layers —these are big chips | o[ EE w3 :




The future: High-luminosity LHC
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150 proton-proton collisions

 Up to 250 proton-proton collisions per event
* Really, really hard to find the interesting event under all that rubbish

* Need to sift through 300Tbps to find the interesting events



Conclusion

* To find the interesting events at the LHC we must search through vast amounts of data
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Conclusion

* To find the interesting events at the LHC we must search through vast amounts of data

* To do this requires work at the cutting edge of electronics, programming and physics
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Conclusion

* To find the interesting events at the LHC we must search through vast amounts of data

* To do this requires work at the cutting edge of electronics, programming and physics

 And in the future, also Machine Learning
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Conclusion

* To find the interesting events at the LHC we must search through vast amounts of data

* To do this requires work at the cutting edge of electronics, programming and physics

 And in the future, also Machine Learning

* And this will be even more challenging at the HL-LHC
* Lots of fun to be had

638



Thanks for listening

Any questions?



Spares
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Mb/s

1.EH0

1.E409

1 Pb/s

Mean traffic on the internet

s How much data?

1.E407

1.E406

1.E405

1.E404

1.E403

1.5402

1.5401

1.E400
1990

1 Tb/s

1 Gb/s

1 Mb/s

[ -y =

1994

1996

1998

2000

2002 2004 2006 2008

2010

2012

2014

2016

2018

4 7B/yr

4 EB/yr

4 PB/yr

4 TB/yr

—\Je\J

2022

1,000,000
Home broadband

1,000x
Home broadband

CMS tape-store

1 %
Home broadband




Layered triggers

* |n our FPGAs we accept events at 100kHz (out
of the 40MHz)

 Reduced the total data volume by a factor
of 400

* Small enough to get through an ethernet
network into PCs
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Layered triggers

40 MHz 16 Million channels
DETECTOR CHANNELS .
e i 3 Gigacell buffers
* In our FPGAs we accept events at 100kHz (out b | | B
Of the 4OM HZ) Energy Tracks
1 MB EVENT DATA
* Reduced the total data volume by a factor 100 kHz 00 | Y |
of 400 1 Terabit/s Ak (Ve |G this 200 GB buffers
READOUT |[=4 || % \3|[7 e Sl i
50,000 data S ~ 4 eadou
* Small enough to get through an ethernet e O memories
network into PCs - S
* Although, of course, "small" here is ports) wih n;qn{({r-;ggrp_wb - 400Gl
' i e B R .
re I atlve . destinators (bufiers befare farm
CPUs)

~13000 CPU cores
EVENT FILTER.

300 H )~ S e A =at ol high performance commeraa
z S S PrOCAssors organzed into marry fams

corvernant for anding ang of line

FILTERED — ' oo

abit's AN
Gigabit/s |~OMPUliNg SEIVICES | betabyte ARCHIVE

SERVICE LAN

@

&




Spares: Introduction to detectors



‘ONE DOES N@T SWEIEY
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Heavy and unstable

* |f a heavy and unstable state is produced by a proton-proton collision, it decays quickly into more
stable particles
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Heavy and unstable

* |f a heavy and unstable state is produced by a proton-proton collision, it decays quickly into more
stable particles

 And | mean REALLY quickly:

Higgs Boson 1.6 X 1022 seconds
W/Z Boson 3 X 102> seconds

Top Quark 5 x 102° seconds
Tau Lepton 2.9 x 1013 seconds

* Doesn't get anywhere near a detector

QLN
YRS
e !
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So we can't see the Higgs
(or most other particles) directly

 Butyou can't "see" the other particles either (in a conventional sense)

* So how are particle detectors built?

78



A parallel question

* How can you tell the properties of a car and
how fast it is going from the outside?




Minimal disruption

* Take a couple of snapshots

* Work out how it got between them and how

long it took to do so
@




Minimal disruption

* Take a couple of snapshots

* Work out how it got between them and how
long it took to do so

* Does not affect the speed/momentum/energy
of the car

31



Minimal disruption

* Lightweight tracker that records the position of
charged particles as accurately as possible,
while affecting the particle as little as possible




Minimal disruption

Lightweight tracker that records the position of
charged particles as accurately as possible,
while affecting the particle as little as possible

* Join-the-dots

* Apply a magnetic field to determine the charge
and momentum

33



Maximal disruption

* Place something very heavy in the way

* Collect all the bits; measure how far the pieces
get thrown

* Certainly does affect the speed/momentum/
energy of the car




Maximal disruption

* Put something very dense in the way
* Brass
* Steel
* Tungsten
* Depleted uranium

* Lead tungstate crystals

Catch the light in some transparent medium
using photomultipliers




Maximal disruption

* Energetic leptons particles emit photons

* Energetic photons pair-produce electrons and positrons

* Which emit photons

 Which pair-produce electrons and positrons

Which emit photons

Which pair-produce electrons and positrons

Which emit photons...

* Energetic hadrons break up into lighter hadrons

* Which break up into lighter hadrons
 Which break up into lighter hadrons

 Which break up into lighter hadrons... nucleus\\«

* Pions decay to photons

A

 Which pair-produce electrons and positrons...

* Which emit photons...




The CMS detector
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The CMS detector
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The CMS detector
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The CMS detector

4T supe
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The CMS detector
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Event reconstruction

* Join the tracks with the energy deposits

* Apply energy and momentum conservation to reconstruct everything all the way down to the
Interaction point

Jet: ‘ Jet: MET= 164.0 GeV
p;= 84.1 GeV/c pr=61.7 GeV/c
n=-2.24 Missing Ex: Muon: N n=138
22.3 GeV Jet: p;=64.4 GeV/c et i Jet
Jet: _ n=0.29 et wr
- 83.0 GeV/ iyl b, = 135.9 GeV/c Skl Y p. = 81.6 GeV
pT . ev/c n = 202 =0.79 - 1 Ja
Ay n=0. o |
Missing E;: ———
65.9 GeV :
let e , Electron
p;=90.5 GeV/c -
N =-1.40 _ p;=97.7
Jet: p-=51.5 GeV/c
p;=61.7 GeV/c n=-0.12
/ n=0.81
/ Muon: ||
/ pr=715GeV/c / Muon p. = 53.8 GeV
CMS /  n=-082 CMS |
|
« I
' i Run: 163480 |
ER\?enn't: 26;?3;23 m(tt)=1.2 TeV/c? Evennt: 81224410 4




Spares: Introduction to triggers



_
REMINDER

 Trigger basic requirements

 Need high efficiency for selecting processes for physics analysis
 Need large reduction of rate from unwanted high-rate processes
« Robustness is essential

« Highly flexible, to react fo changing conditions

« System must be affordable



THE EARLIEST TRIGGER

« Cloud-chamber images recorded on film

 Need some way to frigger the camera




34, Grad student
\'J

« Cloud-chamber images recorded on film ,

TArtist's
Impression

 Need some way to frigger the camera




« High efficiencye Nope - reflexes too slow

TArtist's
Impression

» Large rate reductione Better than nothing

« Robustnesse No — keep wanting sleep,

offee, tollet breaks, eftc.

* Highly flexible? Depends on the student




THE EARLIEST TRIGGER

g«, Grad student
\J

« High efficiencye Nope - reflexes too slow ,

TArtist's
Impression

» Large rate reductione Better than nothing

« Robustnesse No — keep wanting sleep,

offee, tollet breaks, eftc.

* Highly flexible? Depends on the student




ecn

» High efficiency? } Al
Impression

» Large rate redu

e Do

et br

W — !
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» 0

« Robustne




« Blackett pioneered a technique to trigger
the camera of cloud chambers (and gof

the Nobel prize for this and other work])

» Just missed out on discovering the positron
N 1932

¢ Stevenson and Street used this to confirm

the discovery of the muon in 1937




THE SIMPLEST TRIGGER SYSTEMS

« Source: Use the signals from the Front-End of the detectors themselves
* Binary: fracking detectors (pixels, strips)
« Analog: fracking detectors, time of flight detectors, calorimeters, ...

, ]
Front-End Prelamplifier Amplifier



THE SIMPLEST TRIGGER SYSTEMS

« Source: Use the signals from the Front-End of the detectors themselves
* Binary: fracking detectors (pixels, strips)
« Analog: fracking detectors, time of flight detectors, calorimeters, ...

[ Nov- 69
]

Signal _\l

Charge Voltoge EBigger “oltage
Fulse Fulse Fulze

% A A / \\ /”/’ |
Front-End Pre-amplifier Amplifier . e f Mo
Trigger signal

« The most trivial trigger algorithm: Signal > Threshold
« Apply the lowest possible threshold
« |denftity best compromise between hit efficiency and noise rate




DETECTOR SIGNALS CHARACTERISTICS

« Pulse width

 Limits the effective hit rate

« Must be adapted to the desired trigger rate -qM

¢ Time walk

Noise hit
» The threshold-crossing time depends on the signal amplitude e

* Must be minimal good trigger systems

Time walk ﬁ
» Time walk can be suppressed by triggering on total signal fraction yay

« Applicable on same-shape input signals with different amplitude

« Scinfillator detectors and photomultipliers

Leading edge Trailing edge



,—ﬂ

- — = I|nput pulse

- Delayed inpuft pulse

_ Attenuated inverted input
Bipolar pulse

o
-
=
=
[
E
o

« Atfenuation + configurable delay applied betore the

discrimination determines fcrmo

® If d@'Oy '|'OO ShOr'l', The Uﬂi'l‘ Works OS O normgl The output of the CFD fires when the bipolar pulse changes polarity

discriminator since the output of the hormal

discriminator fires later than the CFD part

Amplitude

Threshold
Signals with the same rising time, at a fraction

at t =1,




 Once we are in the digital domain, all

manipulations can be broken down to a

Boolean operations

« Combinatorial

« Summing, Decoders, Multiplexers,...

« Sequential

* Flip-flops, Registers, Counters,...




 Once we are in the digital domain, all
manipulations can be broken down to a

Boolean operations

« Combinatorial Data propagates
— (AS a wdadve
« Summing, Decoders, Multiplexers,...  through the logic

Operations

« Sequential

happen at well

» Flip-flops, Registers, Counters,... — defined times

and in a well

J defined order
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A SIMPLE TRIGGER SYSTEM

Tri t
{ Fast links rngger system

coincidence
logic

nﬁﬂﬂﬁﬂuﬂﬂﬂ
STCII'T oo D Pe s0)
pm o noep 99

: ReadOut

Digitizers (ADC, TDC, ....)




/’__—_w
DEADITIME

« The key parameter in high speed frigger systems design
* The fraction of the acquisition fime when no events can be recorded.
« Typically of the order of few %

 Reduces the overall system efficiency

« Arises when a given processing step takes a finite amount of fime
 Readout dead-time
* Trigger dead-time

« Operational dead-time




e
DEADITIME EXAMPLE

« Writing to disk or fape is much slow than accepting data into RAM

 |f you select an event and start writing it to disk, you cannot accept any more

events until you finish writing, even if they are interesting



S T—
DEADITIME EXAMPLE

 Forinputrate, “R..”, Readout rate, “R, ",

L —— .

and time taken to write to disk, “T," _ T=1s
» Fraction of lost events = R_;*T, . for Ty = 1s >max rate = 1Hz

» Event output rate R, ;= (1-R,*T4)*R..

out



h

DEADITIME

« Writing to disk or fape is much slow than accepting data into RAM

 |f you select an event and start writing it to disk, you cannot accept any more

events until you finish writing, even if they are interesting

« Same principle applies to processing time

» For example, ADCs
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coincidence
logic

ReadOut

It ADC Is the crifical step for deadtime,

this is clearly a really bad plan



'z ( Fast links / \

Front-Ends III
|
|

— - ReadOut

delays ADCs Mux

Much more sensiblel

Potentially much more expensive!
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delays ADCs

ReadQut
Mux

Analogue delay-lines are a bit risky, don't you thinke

Especially for more than one channel



.
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P S - 2
== 2 - . - - -
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Trigger system

lz & Fast links

start

p= coincidence
= =. logic
FE
Front-Ends III Start ADC
]|
N Red

ADCs MUX " —
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A SIMPLE TRIGGER SYSTEM: PRE-TRIGGER

Tri t
Fast links I rngger system
L-—'

-!;-r

coincidence

.o logic
discriminators 9

B
1
III Start ADC
]
|

\4

| busy

ReadOut

4 r
=

Mux o

NDCs

Assumes the digitization time is longer than the latency of the trigger system!

What if that is not frue?




{ Fast links

nﬁﬂﬂﬁﬂuﬂ'ﬂﬂ
o= oo D Pe s
dag
nnnnnnn -y
starf

> coincidence

1 TR logic
--.. discriminators
FE

Front-Ends III Start ADC Data Valid

. -

B
-=_ ’ I: ReadOut
_ I—
Digital delay

ADCs

Since each digifization takes a finite time

Can store the result of each digitization in RAM until trigger decision is made




poopPDPODbDO
o= oo D Pe s
pm o noep 99

coincidence
logic

ReadOut

Digital delay

5
e . ADCs
’ -
, .

We have a master-clock — the bunch-crossings themselves!

No need for a pre-trigger




Fast links Digital Trigger system

poopPDPODbDO
ooRoe D P s
bog
e D RO D B,
start

EF

Front-Ends
‘ B: ! ' m ReadOut
NG
v Digitalldelay




, Digital Trigger system l]’ ]]
& Fast links J JIErSY ) "

start

Digital delay




Digital
Trigger
system

Digital
Trigger

Fast links

system

nﬁﬂﬂﬁﬂuﬂﬂﬂ
o= oo D Pe s
Accept seonces i

EF

Front-Ends
vy : -.= ReadOut
NG —
: Digitalldelay  Filter Digitalldelay  Filter
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MULTILAYER TRIGGERS

* Each stage reduces the rate, so later stages have longer latency
« Complexity of algorithms increases at each level

« Dead-fime Is the sum of the frigger dead-tfime, summed over the trigger

levels, and the readout dead-time



/’_—_w

MULTILAYER TRIGGERS

Level-] Level-2 Level-3 Analysis

« Adopted in large experiments

 More and more complex algorithms are

applied on lower and lower data rates

» Efficiency for the desired physics must

Longer latency

be kepT h'gh AT AI.I. LEVELS, SIHCG IIESI\INel\C/];?}?(r:gTe Lower event rate

« Small event fragment size « Larger event fragment size
. « Lower algorithmic « Higher algorithmic
rejected events are |lost for ever complexity complexity
« Access to coarse « Access to higher
granularity information granularity information
LHC experiments @ Runl
: Number of Levels
Experiment .
(excl. analysis)
ATLAS 3
CMS 2
LHCB 3
ALICE 4




Digital
Trigger
system

‘E’_

pooppPDODbDO
o= oo D Pe s

pm o noep 99

] nﬁﬂﬂﬁﬂuﬂ'ﬂﬂ
[ ng-guﬂﬂ#:ﬂ:
Aclkpt s2onone iy
g —

AEEENY

ReadOut

Digitalidelay Filter

If your input rate Is low enough




Detectors  And thisis exactly what the CMS
Trigger does

Digitizers

Front end pipelines

Readout buffers

Switching networks

Processor farm

~uStandard” figure for the CMS Trigger & DAQ



Detectors

Digitizers

Front end pipelines

Readout buffers

Switching networks

Processor farm

sz [

COLLISION RATE

100 - 50 kHz

1 Terabit/s

READOUT
50,000 data
channels

500 Gigabit/s

300 Hz

FILTERED
EVENT

Gigabit/s
SERVICE LAN

DETECTOR CHANNELS

Charge fime Pattern

Computing Serviceé

OF COURSE, "LOW ENOUGH" IS RELATIVE...

16 Million channels

3 Gigacell buffers

-
: e
—;-17- '

Energy Tracks

1 MB EVENT DATA

200 GB buffers

-~ 400 Readout
memories

EVENT BUILDER.

A lange swilchng network (400+400
ports| with total throughput - 400Git's
lorms the inerconnechon between the
SOUCaS (deap bultars) and the

destinatiorns (buflers befare farm

CPUs)

~ 400 CPU farms
EVENT FILTER.

A =zt ol high perfarmance commeraa
PIOCass0es Organzeda nto many fams
corvermant far andling ang offling

applicabions S Teralps
Petabyte ARCHIVE




SYNCHRONOUS OR ASYNCHRONOUS®

« Synchronous: operates phase-locked with master clock
« Data move in lockstep with the clock through the trigger chain
* Fixed latency
 The data, held in storage pipelines, are either sent forward or discarded

« Used for L1 friggers in collider experiments, exploiting the accelerator bunch crossing clock

\/ FE data VA, LA 4/ Y Ley Local
Pro’s. dead-time free (just few clock cycles to protect bufters) Neos” N NG N\ N2 frigger decision

X Con’s: cost (high frequency stable electronics, sometfimes
needs to e custom made); maintain synchronicity throughout
the entire system, complicated alignment procedures if the
system is large (software, hardware, human...)




SYNCHRONOUS OR ASYNCHRONOUS?

« Asynchronous: operations start at given conditions (when data ready or last
processing is finished)
« Used for larger time windows
« Average latency (with large buffers to absorb fluctuations)
» |f buffer size # dead-time — lost events

- Used also for "software filters” e E ,
ata e, oY Local trigger
Take data when ready -—/\} decision+fimestamp

dem o 4 . .
\/ Pro’s: more resilient to data burst; running on Average maximum fime

conventional CPUs

Global frigger decision back to the FE

X Con’s: needs a timing signal synchronised to the FE to

latch the data, needs time-marker stored in the datq, |
data transfer protocol is more complex) ——— foDAQorclear

data+timestamp




SYNCHRONOUS OR ASYNCHRONOUSY
WHY NOT BOTH®

« Pseudo-synchronous: operates locally phase-locked

« Data move In lockstep through the trigger chain from a set of local clocks
« Buffering required whenever you move between clocks

» Clocks run slightly faster than source data to prevent overtflow

« Realignment to global clock only after the final trigger stage

» Fixed latency E data

Local
trigger decision

\/ Pro’s: dead-fime free (just few clock cycles to protect butfers),
No need for expensive globally-distrnibbuted clock, simpler
alignment procedure

X Con’s: must propagate timing info with data, buffering required
to handle clock-domain change




« Each subsystem is regionally segmented

« Each region must talk 1o its neighlbour

Detector
data
ordering

* This Is The root cause of requiring

specialized boards for a given task!

Globally « Each region of each processing layer

laterally

connected COMPIresses, SUppresses, summarizes or

otherwise reduces its data and passes it

on to the next level which is less

Many, many details on time-multiplexing and conventional architectures in sections 1-3 of . ” _I_ d
hitps://cds.cern.ch/record/1421552/files/IN2011 022.pdf (although please note that the reglonO y Seg men e

systems proposed in section 4-9 are very outdated and should be ignored)



https://cds.cern.ch/record/1421552/files/IN2011_022.pdf

« Buffer data and stream it out optimized

for processing

» Spread processing over fime

« Stream-processing rather than

combinatorial-logic
« Maximise reuse of logic resources

» Easiest for FPGA design tools to route

and meet fiming

« Costs you latency, bought back by

more efficient processing

Detector
data
ordering

Self-
contained
event
processing
nodes

Many, many details on time-multiplexing and conventional architectures in sections 1-3 of
hitps://cds.cern.ch/record/1421552/flles/IN2011 022.pdf (although please note that the

systems proposed in section 4-9 are very outdated and should be ignored)



https://cds.cern.ch/record/1421552/files/IN2011_022.pdf

Offline reconstruction too slow to be used directly
 Takes >10s per event

 HLT usually needs << 1s

Instead, step-wise processing with early rejection
« Stop processing as soon as one step fails
 Event accepted it any of the frigger passes

« Add a time-out 1o kill the Poisson taill

Fast reconstruction & L1-guided regional reconstruction first

Precision reconstruction as full detector data becomes available




HIGH LEVEL TRIGGER DESIGN PRINCIPLES

» Early rejection reduce data and

resources (CPU, memory, etc.)

« Event-level parallelism
* Process more events in parallel

* Multi-processing or/and multi-threading

« Algorithm-level parallelism

 GPUs effective whenever large amount of dato
can be processed concurrently (although

bandwidth can be a limiting factor)

Speedup (compared to Offline)

HLT GPU Tracker
HLT GPU Tracker Component
HLT CPU Tracker Component

- - "

1*10°

Number of Clusters



EXAMPLE: CMS HLT

« Approximately 38,000 cores

« An equal mix of Haswell, Broadwell and Skylake

« Multithreading allows the cores 1o share non-event data

 Reduced memory footfprint — can process more events: ~20% higher performance

« ATLAS currently doesn't have this: a race to implement this in ATHENA for Run 3

« Upgrades to add a GPU in every filter farm node is ruled out by cost and power

* More likely a dedicated server sub-tarm which does heavy tasks on demand

 FPGAs acceleration also a (possibly better) option



CONCLUSION

Triggers are not new

» but they are constantly evolving as the accelerators and detectors do

FPGAs are the weapon of choice for the Level-1 frigger

* but they are not a magic bullet

The design of how you structure the transfer of data around your system is the most

Important decision you will make

Heterogeneous computing farms look likely to feature at HL-LHC

« pbutitis abrave new world!



N
CONCLUSION

» Triggers are not new

» but they are constantly evolving as the accelerators and detectors do

e FPGAS are
e put the

* The design of how you structure the fransfer of data around your system is the most

Important decision you will make

« Heterogeneous computing farms look likely to feature at HL-LHC

« pbutitis abrave new world!



Spares: Introduction to FPGAs



And this is not a new point

“The parallel approach to computing does require that some
original thinking be done about numerical analysis and data

management in order to secure efficient use.

In an environment which has represented the absence of the need
to think as the highest virtue, this is a decided disadvantage”
Daniel Slotnik, 1967
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FIELD PROGRAMMABLE GATE ARRAYS

 Programmable Logic Blocks

. . Frog ramma ble Frogramma L""'-"-f
e Massive Fabric of PFOQ rammable logic I}.-1I--.'.~-_'.-Ir-: -:_-':-wlt-.-:.-}'ulllg-l.:gi matrix

Frogrammable

INferconnects connection matrix

- tracking bus

Global
tracking bus
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INTEGRATED DIGITAL SIGNAL PROCESSING
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BIGGEST XILINX "ULTRASCALE+" DEVICES

Upwards of 9million logic cells
+ All clocked at up to 500MHz

« Up to O(10'°) operations per second

Upwards of 12000 DSPs
All pipelined
Fully programmable

INalo R =N ale\=XeRYilalal=lt

Device Name

Fffective LEs'™ (K)

Logic Cells (K)

CLB Flip-Flops (K)

CLB LUTs (K)

Max. Distributed RAM (Mb)
Total Block RAM (Mb)
UltraRAM (Mb)

DSP Slices

PCle® Gen3 x16 / Gen4 x8
150G Interlaken

100G Ethernet w/ RS-FEC
Max. Single-Ended HP 1/0s

GTY 32.75Gb/s Transceivers

VIJIP
2,485
2,069
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BIGGEST XILINX "ULTRASCALE+" DEVICES

Upwards of 9million logic cells
+ All clocked at up to 500MHz

« Up to O(10'°) operations per second

Upwards of 12000 DSPs

All pipelined
Fully programmable
And we have a winner!

So what is the catch@e

Device Name

Effective LEs' (K)

Logic Cells (K)

CLB Flip-Flops (K)

CLB LUTs (K)

Max. Distributed RAM (Mb)
Total Block RAM (Mb)
UltraRAM (Mb)

DSP Slices

PCle® Gen3 x16 / Gend x8

150G Interlaken

100G Ethernet w/ RS-FEC
Max. Single-Ended HP 1/0s

GTY 32.75Gb/s Transceivers

VIJIP
2,485
2,069
2,364
1,182
36.1
/5.9
270.0
6,840

b

VU11P VU13P
3,435
2,863
3,272
1,636
46.4
94.5
432.0
11,904

4
12




BIGGEST XILINX "ULTRASCALE+" DEVICES

« Upwards of 9
» All clocked
« Up to O(10!

« Upwards of 12
« All pipelined

» Fully program

e ANd we have Owimnen

« SO whatis the catche



Spares: Phase-2



Tracker

* |Inner Tracker (pixel) design to extend coverage to n =~ 3.8
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Tracker

* |Inner Tracker (pixel) design to extend coverage to n =~ 3.8

* Quter Tracker design driven by ability to provide tracks at 40 MHz to L1-trigger
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Outer tracker 2S modules

Silicon sensors CBC Flex PCB Hybrid

f — e T i - ¢ Modle Front Enc
Hybrid

\
N CF Stiffener 200HM CF Support

Bridge |

Double-Layer
LP-GBT &

: _ Si Strip Detectors
2S Modules: Two Optical VTRx P

strip double-layers

~10k modules

42M channels Each 2S Module:
* Sensor Area ~100 cm?
e 16 CBCs, each reading 254 strips
~5,000 modules @ 10Gb/s (127 from top & bottom sensors) |
+~10,000 modules @ 5Gb/s 4064 Channels in total 8 CBCs per side

= 100Tb/s = 395 EB/yr Readout both L1 triggered data & DC-DC R

Primitive trigger data Converter 1IC

Service Hybrid 1 per side




Outer tracker 2S modules: Do they work?

Stub turn-on curve for 2CBC mini-module at FNAL test-beam
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Calorimeter Endcap design

* 3D shower topology and time
resolution of ~30ps

* Electromagnetic Endcap (EE)

e 28 layers of Silicon
sensors in W/Pb
absorber (25 X, 1.7A)

* Hadronic Endcap (EH)

e 24 |ayers: 8 silicon + 16
silicon/scint. tiles at
high/low n in stainless
steel absorber (9A)
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Calorimeter Endcap
modules

e 593 m2 of silicon
e 6M ch, 0.5 or 1 cm?2 cell-size

e 21,660 modules (8” or 2x6” sensors) a

e 92 000 front-end ASICS

Wirebond protector

Readout chips

S o
<

Printed circuit board

Adhesive layer

25
modules @ 1

”

Sensor g | A ’

. C - : A o 9 670
Adhesive layer - L iy 7

Kapton w/ Au layer for bias . — . < - " < R
Adhesive layer : . - ‘

2-sensor baseplate >

-
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Calorimeter Endcap modules: Do they work?

Fermilab: 32 GeV electrons passing through 15 X,

0.6 X,
CERN: 250 GeV electrons passing through 27 X,




What are the firmware challenges at Phase-|I?

* You mean, apart from the small matter of 300Tb/s of data?

* So much data it has to be zero-suppressed
* No (or, at least, limited) geometric timing which can be utilized
* Variable data-volume
* Do you handle the worst case? Very inefficient

* Do you handle the average? How do you handle overflows?

* We did such a good job at Phase-l, people have very high expectations...



What are the firmware challenges at Phase-II?

* Real-time track-finding and fitting e




‘What are the firmware challenges at Phase-II?

* Real-time track-finding and fitting

* Real-time vertex-finding



What are the firmware challenges at Phase-Il?

* Real-time track-finding and fitting

* Real-time vertex-finding

7= muon gun @PU = 35

* 3D cluster-finding in endcap

i
- —

1 28+12+45 hits
(gen-matched: 100%)

- X*Indf 34/90




What are the firmware challenges at Phase-Il?

* Real-time track-finding and fitting
* Real-time vertex-finding
* 3D cluster-finding in endcap

 Particle-flow

HCAL
Clusters

neutral
hadron

| detector >

&
J
O

ECAL X
Clustérs

muon/track
linking

(closest in pr)

electromagnetic/
track linking
(closest in AR) calorimeter/track

unlinked tracks
linking
(based on pr and AR)

C|U.Ste|’||:19, electromagnetic+hadronic
calibration subtract

electrons/photons
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